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We construct the singular mode corresponding to a spatial essential spectrum of the integral operator for the scattering of the electromagnetic waves by a three-dimensional body of finite size with inhomogeneous and anisotropic dielectric permittivity tensor. The permittivity tensor field is assumed to be Hölder continuous throughout the whole space. The singular volume integral equation, transformed from the Maxwell equations, makes it feasible to deduce explicit form of both the continuous essential spectrum and the corresponding singular modes. The obtained singular mode is a natural extension of the previously obtained one for the isotropic case and is applicable to a much wider class of dielectric scattering bodies. A discussion is made of possibility for realizability of the electromagnetic waves, with finite energy, concentrated at a point in the body.
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1. Introduction

Propagation, refraction and scattering of the electromagnetic waves have been one of key issues in the past several decades during which dramatic evolution of electro-communication occurred and is even more so in recent years with rapidly developing information technology. The electromagnetic field is ruled by the Maxwell equations. For the scattering phenomena of the electromagnetic waves and possibly related problems as well, it is advantageous to handle, rather than the Maxwell equations, the volume integral equations derived from them from the both aspects of mathematical analyses and numerical computations (Samokhin 2001, 2009).

The mathematical essence of this volume integral operator is encoded in its spatial spectra; their distribution informs us of the existence or non-existence of the solution and of the convergence rate to the solution by an iterative method (Samokhin 2009). Rahola (2000) discovered numerically that eigenvalues of the volume integral operator for the three-dimensional electromagnetic waves scattered by a compact spherical object densely lie on a line, of finite length, for an isotropic medium and on finite lines for an anisotropic medium. Relying on a rigorous mathematical framework developed by Mikhilin (1965) (see also Mikhilin & Prösdorf 1986), Budko & Samokhin (2006b) identified this characteristic alignment of eigenvalues as essential and continuous spectra by, above all, writing them down in
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explicit form. In case a monochromatic wave of frequency $\omega \in \mathbb{R}$ is incident on a dielectric body $Q$ of finite extent, we may introduce the complex dielectric permittivity tensor $\hat{\varepsilon}(\mathbf{x})$, represented by a $3 \times 3$ matrix, as functions of the position $\mathbf{x}$ inside the scatterer, whose imaginary part, being denoted by $\text{Im}[\cdot]$, has a link with the electro-conductivity tensor $\hat{\sigma}(\mathbf{x})$ via $\text{Im}[\hat{\varepsilon}(\mathbf{x})] = \hat{\sigma}(\mathbf{x})/\omega$. We take the permittivity of the ambient medium, being looked upon as a vacuum, to be $\varepsilon_0$, a scalar, and assume the magnetic permeability to be constant throughout the space including both the scatterer and the ambient medium. With this setting, the essential spectra of the volume integral operator contains the following set of complex numbers $\lambda \in \mathbb{C}$

$$\sigma_s = \left\{ \lambda = \frac{1}{\varepsilon_0} \sum_{m=1}^{3} \sum_{n=1}^{3} \varepsilon_{mn}(\mathbf{x}, \omega) q_m q_n \mid \mathbf{x} \in Q, \mathbf{q} \in \mathbb{R}^3 \text{ with } q_1^2 + q_2^2 + q_3^2 = 1 \right\},$$

(1.1)

in addition to $\lambda = 1$. On the assumption of the Hölder continuity of $\hat{\varepsilon}(\mathbf{x}, \omega)$ throughout the whole space, the latter ($\lambda = 1$) coincides with the limiting value of $\sigma_s$ at the boundary $\partial Q$ of the scattering body.

For a scatterer comprising isotropic medium, $\varepsilon_{mn}(\mathbf{x}, \omega) = \varepsilon(\mathbf{x}, \omega) \delta_{mn}$, with $\delta_{mn}$ being Kronecker’s delta, (1.1) collapses to the set $\{ \lambda = \varepsilon(\mathbf{x}, \omega) \delta_{mn}/\varepsilon_0 \mid \mathbf{x} \in Q \}$. This set generically occupies a finite region in the complex plane, including $\lambda = 1$ owing to the Hölder continuity across the boundary $\partial Q$, as its real part $\text{Re}[\lambda]$ and imaginary part $\text{Im}[\lambda]$ are parameterized by three real numbers $\mathbf{x} \in \mathbb{R}^3$, but when $\varepsilon$ is a constant, it degenerates to a curve connecting $\lambda = 1$ and this constant value as demonstrated by Rahola (2000) and Budko & Samokhin (2006a, 2006b). The isotropic case is special in the sense that, for a give point $\mathbf{x} \in Q$, the set (1.1) includes only a single element $\lambda = \varepsilon(\mathbf{x}, \omega)/\varepsilon_0$. For this case, Budko & Samokhin (2007) constructed, in a tidy form, the singular mode or the singular eigenfunction corresponding to $\lambda = \varepsilon(\mathbf{x}, \omega)/\varepsilon_0$, which complies with Weyl’s definition of the essential spectrum (Hislop & Sigal 1996). Resemblance of this electromagnetic singular mode with the square root of the Dirac delta function is noteworthy (see also Budko & Samokhin 2006a).

In a general situation of practical importance, dielectric materials comprise anisotropic media. Media with anisotropic permittivity exhibit by far a richer electromagnetic and optical behaviour as exemplified by plasmas (e.g. Ginzburg 1962) and chiral crystals (e.g. Berry & Dennis 2003). The modern nano-technology has even manufactured the so called photonic crystals which have negative refraction index (Cubukcu et al. 2003). The goal of the present investigation is to write out in full the singular mode corresponding to the spectra (1.1) for general anisotropic media, by extending the isotropic case (Budko & Samokhin 2007). This would be one of a few singular modes available explicitly in a tidy form.

We are pursuing the spatial spectra $\lambda$ of the singular integral operator with a given external monochromatic wave of arbitrary real frequency $\omega$, among which the Maxwell equations are restored only when $\lambda = 0$. The realizability of $\lambda = 0$ as an essential spectrum is a question of our concern to be examined in §5. Singular modes corresponding to temporal spectra have been addressed in the contexts of waves on and of stability of fluid and plasma motions, but only a few cases admit explicit form of the singular modes. Among them are singular modes of the Vlasov equation for oscillation of a collisionless plasma (Van Kampen 1955; Case
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1959) and of the Rayleigh’s equation for waves in the Couette flow (Balmforth and Morrison 1995). Rayleigh’s equation is the inviscid limit of the Orr-Sommerfeld equation for the stability of parallel shear flows. In this context, the singular modes have been studied over a century in a different guise of resolving the critical layer and in general do not take simple form (see Maslowe 1986; Balmforth and Morrison 1995; Hirota & Fukumoto 2008a, 2008b). Van Kampen’s mode of the distribution function for plasma oscillation consists of two parts, one of which is a localised function in the velocity space, featured by the Dirac delta function. Our singular mode for the electric field has localised part only. Recently the existence of localised modes, called the trapped modes, has been unveiled for a wide class of waves propagating in a waveguide with obstacles, including water waves (McIver et al. 2001), sound waves (Sugimoto & Imahori 2006) and electromagnetic waves. The trapped mode corresponds to a point spectrum in isolation or embedded in a continuous spectrum in time (McIver et al. 2001) and is featured by exponential damping in spatial coordinates. In contrast, the singular mode is localised at a point. It cannot be overemphasized that the singular electromagnetic mode satisfies eigen-value equation for the volume integral operator equivalent to the full Maxwell equations, as opposed to other cases in which a spectrum and the corresponding (singular) mode are the solution of the linearized and thus approximate operator. Notably, if $\lambda = 0$ happens to be a spectrum, its (singular) eigenfunction is the solution of the Maxwell equations, implying that the singular mode associated with $\lambda = 0$ may have some practical bearing.

In §2, we give a brief sketch for the deviation of the singular volume integral equation by transforming the Maxwell equations for scattering the electromagnetic waves by a compact body. The singular mode corresponding to the essential spectra (1.1), the main result, is written out in §3. The proof that this is qualified as the singular mode for the singular volume integral equation follows in §4. The plasmas are liable to accommodate a diversity of dispersion in the dielectric permittivity tensor. This brings in possibility of containing $\lambda = 0$ in the essential spectra (1.1) and thus realizability, in a sense, of the singular mode with the electromagnetic energy localised at a point inside the scattering body. Section 5 gives an illustration for this possibility. The last section (§6) is devoted to a summary and conclusions, where we also give a speculation, by a crude mathematical argument, for the mechanism of how concentration of the wave amplitude is brought about.

2. Singular integral equation and spectra

We consider scattering of the electromagnetic waves by a body occupying a finite domain $Q$ embedded in the three-dimensional Euclidean space $E^3$. The medium constituting the body $Q$ is characterized by a dielectric permittivity $\varepsilon$, tensor-valued functions, while the medium outside $Q$ by constant permittivity $\varepsilon_0 = \text{const.}$, a scalar. The magnetic permeability is assumed to be constant everywhere: $\mu = \mu_0 = \text{const.}$ We inquire into the electromagnetic field in the medium $Q$ excited by an external field with time dependence prescribed by factor $\exp(-i\omega t)$ ($\omega \in \mathbb{R}$). The Maxwell equations governing the electric and the magnetic fields $E$ and $H$ are then
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reducible to
\[
\begin{align*}
\mathbf{rot}\mathbf{E} &= i\omega\mu_0 \mathbf{H}, \quad \mathbf{rot}\mathbf{H} = -i\omega\varepsilon \mathbf{E} + \mathbf{J}^0, \\
\text{div}\varepsilon \mathbf{E} &= 0, \quad \text{div}\mathbf{H} = 0,
\end{align*}
\] (2.1)
supplemented by the radiation condition. Here \( \mathbf{J}^0 \) is the external current density or the displacement current density, associated with the external field \( \mathbf{E}^0 \) and \( \mathbf{H}^0 \).

We assume that the imaginary part \( \text{Im} \varepsilon_0 \geq 0 \) and \( \text{Im} \mu_0 \geq 0 \), as it should be.

Introduce the permittivity tensor normalised by the scalar value of the ambient medium:
\[
\hat{\varepsilon}_r(x, \omega) = \frac{\varepsilon_0(x, \omega)}{\varepsilon_0}.
\] (2.2)

To simplify the notation, we write \( \hat{\varepsilon}_r(x) = \hat{\varepsilon}_r(x, \omega) \) by suppressing the dependence on \( \omega \) and make it explicit only when necessary. For both numerical computation and analytical handling, it is sometimes efficient to deal with, rather than the Maxwell equations (2.1) themselves, the volume integro-differential equation for the electric field \( \mathbf{E} \) in the domain \( Q \), derived from (2.1),
\[
\begin{align*}
\mathbf{E}(x) &= \text{grad} \text{div} \int_Q \left( \hat{\varepsilon}_r(y) - \hat{I} \right) \mathbf{E}(y) G(R) \, dy \\
&\quad - k_0^2 \int_Q \left( \hat{\varepsilon}_r(y) - \hat{I} \right) \mathbf{E}(y) G(R) \, dy = \mathbf{E}^0(x) \quad \text{for} \ x \in Q,
\end{align*}
\] (2.3)
where \( G \) is the Green function of the Helmholtz equation
\[
G(R) = \frac{e^{ik_0R}}{4\pi R},
\] (2.4)
with \( R = |x - y| \) and \( k_0 = \omega\sqrt{\varepsilon_0\mu_0} \). The efficiency is enhanced by further transforming (2.3) into a singular volume integral equation (Samokhin 2001, 2009):
\[
\begin{align*}
\mathbf{E}(x) + \frac{1}{3} \left( \hat{\varepsilon}_r(x) - \hat{I} \right) \mathbf{E}(x) &= \text{p.v.} \int_Q \left[ \left( \hat{\varepsilon}_r(y) - \hat{I} \right) \mathbf{E}(y) \cdot \nabla \right] G(R) \, dy \\
&\quad - k_0^2 \int_Q \left( \hat{\varepsilon}_r(y) - \hat{I} \right) \mathbf{E}(y) G(R) \, dy = \mathbf{E}^0(x) \quad \text{for} \ x \in Q,
\end{align*}
\] (2.5)
where the symbol p.v. stands for taking the principal value of the singular integral, that is, a volume integral over the exterior of an infinitesimal ball centered on \( y = x \), and \( \nabla \) is the gradient operator with respect to \( x \). Throughout this paper, we assume that the Cartesian components \( \varepsilon_{mn}(x) \) \((m, n = 1, 2, 3)\) of the tensor-functions \( \hat{\varepsilon}(x) \) are \( \text{Hölder-continuous} \) everywhere, including across the boundary \( \partial Q \) of the body, that is,
\[
|\varepsilon_{mn}(x) - \varepsilon_{mn}(y)| \leq C|x - y|, \quad (x, y \in \mathbb{E}^3)
\] (2.6)
for some positive constant \( C \). For the analysis of the integral equations (2.5), the functional space \( L_2(Q) \) of square-integrable vector-valued functions with respect to the inner product
\[
(u, v) = \int_Q u(x) \cdot v^*(x) \, dx,
\] (2.7)
is the most appropriate, where the asterisk designates the complex conjugate. The following statement is generically true (Samokhin 1990, 2001).
Theorem 2.1. The operator of the singular integral equation (2.5) is the Fredholm operator in $L^2(Q)$ if and only if the following condition
\begin{equation}
\sum_{m=1}^{3} \sum_{n=1}^{3} \varepsilon_{mn}(x) q_m q_n \neq 0 \quad (x \in Q)
\end{equation}
is satisfied for all combinations of real numbers $q_1, q_2$ and $q_3$ constrained by $|q|^2 = q_1^2 + q_2^2 + q_3^2 = 1$, or the vector $q$ is constrained to the surface $S^2$ of the unit sphere.

The spectrum of the operator $\hat{A}$ on the complex plane is the set of such points $\lambda (\in \mathbb{C})$ that the operator $(\hat{A} - \lambda \hat{I})$ does not have an inverse defined everywhere in the Hilbert space $H$. The points $\lambda$ for which the operator $(\hat{A} - \lambda \hat{I})$ is not Fredholm belong to the continuous part of the spectra (the essential spectrum) of $\hat{A}$. The points $\lambda$ such that $(\hat{A} - \lambda \hat{I})$ is a Fredholm operator with the zero index and there exists a nontrivial solution $u$, belong to the discrete part of the spectra of $\hat{A}$.

The integral equation (2.5) may be represented compactly in symbolic form as
\begin{equation}
\hat{A}E = E - \hat{S} \left( \hat{\varepsilon} - \lambda \hat{I} \right) E = E^0.
\end{equation}

For our purpose of searching for the spectra, it is revealing to convert (2.9) into
\begin{equation}
\hat{A} - \lambda \hat{I} = (1 - \lambda) \left[ \hat{I} - \hat{S} \left( \frac{\hat{\varepsilon} - \lambda \hat{I}}{1 - \lambda} \right) \right].
\end{equation}

Translation of (2.9) and Theorem 1 into the converted form (2.10) tells us that the essential and the continuous part of the spectra of the operator in equation (2.5) contains the values of $\lambda$ satisfying $t q(\hat{\varepsilon} - \lambda \hat{I}) q = 0$ ($q \in S^2$), where the superscript $t$ designates the transpose of the column vector $q$. The collection of these values constitute the set $\sigma_s$ defined by (1.1) (Budko & Samokhin 2006b). Relying upon Mikhilin's approach, Budko & Samokhin (2006b) showed that $\lambda = 1$ also belongs to the essential spectrum. This point $\lambda = 1$ is located at the edge of $\sigma_s$ since the Hölder continuity (2.6) of the permittivity tensor field $\hat{\varepsilon}(x)$ dictates that $\varepsilon_{mn}$ ($m, n = 1, 2, 3$) continuously matches, through the boundary of the domain $Q$, to $\delta_{mn} \varepsilon_0$, the value of the ambient medium. The set $\sigma_s$ is a connected subset in the complex plane.

3. Electromagnetic singular modes

In order to find the structure of the modes corresponding to the electromagnetic essential spectrum, we resort here to Weyl's definition of the spectrum (Hislop & Sigal 1996). This definition states that a number $\lambda (\in \mathbb{C})$ is in the spectrum of the operator $\hat{A}$ if and only if there exists an infinite sequence $\{\psi_n \in H\}$ in the Hilbert space $H$ such that
\begin{equation}
||\psi_n|| = 1, \quad \lim_{n \to \infty} ||\hat{A}\psi_n - \lambda \psi_n|| = 0.
\end{equation}

Furthermore, $\lambda (\in \mathbb{C})$ is the point of the essential spectrum, if there is a singular sequence satisfying (3.1), that is, a sequence which contains no convergent subsequence. Such a singular sequence does not (strongly) converge to any function from $H$.
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$H$, although it may weakly converge to zero. Sequences that do (strongly) converge to some function on $H$ generate eigenfunctions or eigenmodes corresponding to discrete points of the spectra or the eigenvalues. By a formal analogy, we may associate with an essential spectrum, the essential mode as the limit of this singular sequence of functions. An alternative term, which perhaps better reflects the nature and structure of the particular modes to be manipulated subsequently, would be the singular mode or the singular eigenfunction (Budko & Samokhin 2007).

We take $x = 0$ to be a general position inside $Q$, with no loss of generality, and focus our attention on a point $\lambda \in \mathbb{C}$ belonging to the essential spectrum (1.1) attained at, some direction $q_0 = (q_{01}, q_{02}, q_{03}) \in S^2$, the surface of the unit sphere, that is,

$$\lambda = \frac{1}{\varepsilon} \varepsilon_{mn}(0) q_m^0 q_n^0,$$

where use has been made of Einstein’s convention of taking summation from 1 to 3 for repeated indices. In general, the measure of the collection of $\lambda$ may take a finite positive value when the vector $q_0$ sweeps out the whole surface of the unit sphere $S^2 (|q_0| = 1)$, but in cases the trajectory of $\lambda$ draws merely a curve or points; in the isotropic case, the collection of $\lambda$ given by (3.2) shrinks to a point. Alternatively viewed, in a generic case, given a value of $\lambda \in \mathbb{C}$, the unit vector $q_0$ meeting (3.2) constitutes at most a point, because the two dimensional compact surface $S^2$ is restricted by the two constraints, the real and the imaginary parts of (3.2).

Consider the operator (2.9), but with the relative dielectric permittivity tensor $\varepsilon_\alpha$ replaced by $\varepsilon_{\alpha} - \lambda I$, as suggested by (2.10), and denote it by $\hat{A}^\lambda$. Then (3.2) corresponds to

$$\varepsilon_{mn}(0) q_m^0 q_n^0 = 0,$$

manifesting the connection between the continuous spectrum (3.2) of $\hat{A}$ and the non-Fredholm property of $\hat{A}^\lambda$.

We are now in a position to build the singular mode corresponding to the given continuous spectrum (3.2). For the sake of convenience, we separate the static part from (2.4) as

$$G(R) = \frac{1}{4\pi R} + G_0(R); \quad G_0(R) = \frac{e^{ik_0 R} - 1}{4\pi R},$$

Substituting this expression into (2.5), we deduce a representation of the operator (2.9) and thus of $\hat{A}^\lambda$ as

$$(\hat{A}^\lambda E)(x) = E(x) + \frac{1}{3} \left( \hat{\varepsilon}^\lambda(x) - I \right) E(x)$$

$$- \text{p.v.} \int_Q \frac{K(x - y)}{R^3} \left[ \left( \hat{\varepsilon}^\lambda(y) - I \right) E(y) \right] dy$$

$$- \int_Q \frac{K_0(x - y)}{R^2} \left[ \left( \hat{\varepsilon}^\lambda(y) - I \right) E(y) \right] dy.$$
Here the Cartesian components of the tensor fields $\tilde{K}(x - y)$ and $\tilde{K}_0(x - y)$, being represented by $3 \times 3$ matrices, are defined by

\[
\left[ \tilde{K}(x - y) \right]_{mn} = \frac{1}{4\pi} \left[ \frac{3(x_m - y_m)(x_n - y_n)}{R^2} - \delta_{mn} \right],
\]

\[
\left[ \tilde{K}_0(x - y) \right]_{mn} = \frac{\exp(i k_0 R) - 1}{4\pi R} \left[ \frac{3(x_m - y_m)(x_n - y_n)}{R^2} - \delta_{mn} \right]
\]

\[+ \frac{\exp(i k_0 R)}{4\pi R} \left[ -(3ik_0 R + k_0^2 R^2)\frac{(x_m - y_m)(x_n - y_n)}{R^2} + (k_0^2 R^2 + ik_0 R)\delta_{mn} \right]. \tag{3.7}\]

Clearly, $\tilde{K}(x - y)$ and $\tilde{K}_0(x - y)$ are differentiable tensor-valued functions of the coordinates. It is noteworthy that the kernel $\tilde{K}_0(x - y)/R^2$ produces a compact operator, while that $\tilde{K}(x - y)/R^3$ produces a singular operator.

The singular mode is expressible in a compact form in the Fourier space. We use the standard form of the Fourier and its inverse transformations

\[
\tilde{\psi}(k) = \mathcal{F}[\psi(x)] = (2\pi)^{-3/2} \int_{\mathbb{R}^3} \psi(x) e^{-ik \cdot x} dx,
\]

\[
\psi(x) = \mathcal{F}^{-1}[\tilde{\psi}(k)] = (2\pi)^{-3/2} \int_{\mathbb{R}^3} \tilde{\psi}(k) e^{i k \cdot x} dk. \tag{3.8}\]

For the given position $x = 0$, we introduce a non-negative function $\varphi(q)$ on the unit sphere ($q \in S^2$) as follows. We extract a small neighborhood, on $S^2$, around the point $q^0$ ($||q^0|| = 1$) satisfying (3.2), or equivalently satisfying (3.4)

\[
U_{q^0}(\alpha) = \left\{ q \in S^2 \left| \varphi_{lm}^{(0)} \varphi_{mn} \leq \frac{1}{\alpha} \right. \right\}, \tag{3.9}\]

for some large parameter $\alpha(> 0)$ to be specified at the final stage, and denote the solid angle of $U_{q^0}(\alpha)$ to be $S(\alpha)$. For an anisotropic medium, $S(\alpha)$ generically decreases in proportion to $\alpha^{-1}$ as $\alpha \to \infty$. The isotropic case is an exception; $U_{q^0}(\alpha)$ covers the whole surface, and hence $S(\alpha) = 4\pi$ independently of $\alpha$, because $\hat{\varepsilon}(\mathbf{0})$ is $I$ multiplied by a scalar.

In order to distinguish, on $S^2$, the points contained in $U_{q^0}(\alpha)$ from the exterior points, we introduce

\[
\varphi(q) = \left\{ \begin{array}{ll}
1 & (q \in U_{q^0}(\alpha)) \\
0 & (q \not\in U_{q^0}(\alpha)).
\end{array} \right. \tag{3.10}\]

In the Fourier space, the electric field of the singular modes is constructed as a certain limit of

\[
\tilde{E}^0(k; \alpha, \beta) = \gamma k \exp \left( -\frac{\varphi(q)|k|^2}{\alpha} - \frac{(1 - \varphi(q)) |k|^2}{\beta} \right), \tag{3.11}\]

where $q = k/|k|$, and $\alpha$, $\beta$ and $\gamma$ are constants to be prescribed below. The representation of the electric field in the real space $E^3$ is then obtained as the limit of

\[
E^0(x; \alpha, \beta) = \mathcal{F}^{-1}[\tilde{E}^0(k; \alpha, \beta)]. \tag{3.12}\]
The coefficient $\gamma (\in \mathbb{R})$ is determined so as for the electric field to comply with the normalisation condition

$$\| E(x) \|_{L^2(E^3)} = 1,$$  \hspace{1cm} (3.13)

resulting in

$$\gamma^2 \frac{3\sqrt{\pi}}{32\sqrt{2}} \left\{ S(\alpha)\alpha^{5/2} + [4\pi - S(\alpha)]\beta^{5/2} \right\} = 1,$$  \hspace{1cm} (3.14)

which is to be shown later as (4.2). For the isotropic case, $\varphi(q) \equiv 1$ identically and $S(\alpha) \equiv 4\pi$, whence (3.11) and (3.12), with $\gamma$ provided by (3.14), are reduced to the representations of the singular modes obtained by Budko & Samokhin (2007).

In the next section, we shall show that, by taking the limit of $\beta \to \infty$, with a constraint

$$\alpha = \beta^\tau \ (\tau > 5/3),$$  \hspace{1cm} (3.15)

being reflective of $S(\alpha) = O(\alpha^{-1})$ as $\alpha \to \infty$, (3.11) gives rise to the Fourier representation of the singular mode. The electric field $E^s(x)$ of the singular mode in the real space $E^3$ is obtained from its inverse transform (3.12). Clearly, the amplitude of the singular mode, obtained when parameters $\alpha$ and $\beta$ tend to infinity, is localised at the point $x = 0$, though the total electric energy is finite as dictated by (3.13).

4. Proof of singular modes

In the following, the limiting sequence of (3.12) as the parameters $\alpha$ and $\beta$ are varied is shown to meet the definition (3.1) of the singular mode in Weyl’s sense. Along the same line of the procedure with the isotropic case (Budko & Samokhin 2007), we can verify that the sequence $\{ E^s(x; \alpha_n, \beta_n) \}$ does not have a convergent subsequence in the Hilbert space when $\alpha_n$ and $\beta_n$ $(n \in \mathbb{N})$ are monotonically increased without limit in the way as prescribed by (3.15):

$$\alpha_n = \beta_n^\tau \ (\tau > 5/3), \quad \lim_{n \to \infty} \beta_n = +\infty, \ \beta_{n+1} > \beta_n,$$  \hspace{1cm} (4.1)

As $\alpha$ and $\beta$ are increased, $E^s(x)$ defined by (3.12) tends to be localised to a narrower region around the point $x = 0$. Consequently, we have

$$\| E^s(x) \|_{L^2(Q)} \approx \| E^s(x) \|_{L^2(E^3)} = \| \tilde{E}^s(k) \|_{L^2(E^3)} = \int_{S^2} \int_0^\infty k^2 |\tilde{E}^s(k)| dk d\Omega$$

$$= \gamma^2 S(\alpha) \int_0^\infty k^4 \exp \left( -\frac{2k^2}{\alpha} \right) dk + \gamma^2 (4\pi - S(\alpha)) \int_0^\infty k^4 \exp \left( -\frac{2k^2}{\beta} \right) dk,$$  \hspace{1cm} (4.2)

upon substitution from (3.11) for evaluation of the integral $\int_{S^2} d\Omega$ over the surface of the unit sphere. The first equality ($\approx$) becomes exact in the limit of $\alpha, \beta \to \infty$, since the electric field is completely confined in $Q$. Using

$$\int_0^\infty k^4 \exp \left( -\rho k^2 \right) dk = \frac{3\sqrt{\pi}}{8\rho^{5/2}},$$  \hspace{1cm} (4.3)
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for an arbitrary positive constant \( \rho \), the enforcement of the normalisation condition (3.13) yields (3.14). We read off, from (2.10), \( \hat{A} - \lambda \hat{I} = (1 - \lambda)\hat{A} \). As \( \lambda = 1 \) is regarded as an exceptional value, all we have to do is to show

\[
\lim_{n \to \infty} \| \hat{A}^\lambda E^n(x; \alpha_n, \beta_n) \|_{L^2(Q)} = 0,
\]  
(4.4)

in the constrained limit (4.1), with the unit vector \( \hat{q}^0 \) specified by (3.2).

For this purpose, we rearrange (3.6) as

\[
\begin{align*}
(\hat{A}^\lambda E^n)(x) &= E^n(x) + \frac{1}{3} \left( \hat{\varepsilon}^\lambda(0) - \hat{I} \right) E^n(x) \\
&\quad - \text{p.v.} \int_Q \frac{\hat{K}(x-y)}{R^3} \left[ \left( \hat{\varepsilon}^\lambda(0) - \hat{I} \right) E^n(y) \right] \, dy
\end{align*}
\]

(4.5)

It follows immediately from (4.5) that

\[
\| \hat{A}^\lambda E^n \|_{L^2(Q)} \leq \| F_1 \|_{L^2(Q)} + \| F_2 \|_{L^2(Q)} + \| F_3 \|_{L^2(Q)} + \| F_4 \|_{L^2(Q)},
\]  
(4.6)

where, for \( x \in Q \),

\[
\begin{align*}
F_1(x) &= E^n(x) + \frac{1}{3} \left( \hat{\varepsilon}^\lambda(0) - \hat{I} \right) E^n(x) \\
&\quad - \text{p.v.} \int_Q \frac{\hat{K}(x-y)}{R^3} \left[ \left( \hat{\varepsilon}^\lambda(0) - \hat{I} \right) E^n(y) \right] \, dy,
\end{align*}
\]  
(4.7)

\[
F_2(x) = \frac{1}{3} \left( \hat{\varepsilon}^\lambda(x) - \hat{\varepsilon}^\lambda(0) \right) E^n(x),
\]  
(4.8)

\[
F_3(x) = - \text{p.v.} \int_Q \frac{\hat{K}(x-y)}{R^3} \left[ \left( \hat{\varepsilon}^\lambda(y) - \hat{\varepsilon}^\lambda(0) \right) E^n(y) \right] \, dy,
\]  
(4.9)

\[
F_4(x) = - \int_Q \frac{\hat{K}(x-y)}{R^2} \left[ \left( \hat{\varepsilon}^\lambda(y) - \hat{I} \right) E^n(y) \right] \, dy.
\]  
(4.10)

Comparison of (2.3) with (2.5) shows that

\[
\begin{align*}
\frac{1}{3} \left( \hat{\varepsilon}^\lambda(0) - \hat{I} \right) E^n(x) &- \text{p.v.} \int_D \frac{\hat{K}(x-y)}{R^3} \left[ \left( \hat{\varepsilon}^\lambda(0) - \hat{I} \right) E^n(y) \right] \, dy \\
&= - \text{grad} \text{ div} \int_D \left( \hat{\varepsilon}^\lambda(0) - \hat{I} \right) E^n(y) \frac{1}{4\pi R} \, dy,
\end{align*}
\]  
(4.11)

for arbitrary domain \( D \) in \( E^3 \). With the help of (4.11), the first term (4.7) is decomposed into

\[
F_1(x) = F_{11}(x) + F_{12}(x) \quad \text{for} \quad x \in Q,
\]  
(4.12)
where
\[ F_{11}(x) = E^n(x) - \text{grad div} \int_{E^3} \left( \hat{\varepsilon}^\lambda(0) - \hat{i} \right) E^n(y) \frac{1}{4\pi R} dy, \] (4.13)
\[ F_{12}(x) = \text{p.v.} \int_{E^3} m(y) K(x-y) \left[ \left( \hat{\varepsilon}^\lambda(0) - \hat{i} \right) E^n(y) \right] dy; \]
\[ m(y) = \begin{cases} \ 0 \ & \text{for } y \in Q \\ \ 1 \ & \text{for } y \not\in Q. \end{cases} \] (4.14)

Since the Fourier transform (3.8) maintains the norm, \( \|F_{11}\|_{L^2(E^3)} = \|\tilde{F}_{11}\|_{L^2(E^3)} \), and therefore \( \|F_1\|_{L^2(Q)} \leq \|\tilde{F}_{11}\|_{L^2(E^3)} + \|F_{12}\|_{L^2(E^3)} \). Each term is shown to vanish in the limit, with the constraint (3.15), as follows.

From the fact that the function
\[ V_0(x) = \int_{E^3} \frac{1}{4\pi R} U(y) dy \] (4.15)
satisfies the Poisson equation \( \Delta V_0 = -U \), we manipulate identities
\[ F\left[ \int_{E^3} \frac{1}{4\pi R} U(y) dy \right] = \frac{F[U]}{|k|^2}, \]
\[ F\left[ \frac{\partial}{\partial x_m} \frac{\partial}{\partial x_n} \int_{E^3} \frac{1}{4\pi R} U(y) dy \right] = -q_m q_n F[U], \] (4.16)
by use of the definition \( q_m = k_m/|k| \). Upon substitution from the Fourier representation (3.11), the Fourier transform of the \( n \)-th component \( F_{11n}(x) \) of (4.13) simplifies, by virtue of (4.16) and \( q_m q_l = 1 \), to
\[ F[F_{11n}] = (\delta_{nl} + q_n q_m \hat{\varepsilon}_{ml}(0) - q_n q_l) F[E^n_l] = (\hat{\varepsilon}_{ml}(0) q_m q_l) \tilde{E}^n_l(k). \] (4.17)

We employ, as the norm of a tensor, the standard definition
\[ \|\hat{\varepsilon}(0)\| = \left( \sum_{l=1}^{3} \sum_{m=1}^{3} |\hat{\varepsilon}_{ml}(0)|^2 \right)^{1/2}. \] (4.18)

By taking the advantage of (4.17) with \( \tilde{E}^n_l(k) \) substituted from (3.11), the norm of the Fourier representation \( \tilde{F}_{11} \) and thus that of \( F_{11} \) itself are bounded above as
\[ \|\tilde{F}_{11}(k)\|^2_{L^2(E^3)} \leq \gamma^2 \left( S(\alpha) \int_0^\infty k^4 \exp \left( -\frac{2k^2}{\alpha} \right) dk \right. \]
\[ + \gamma^2 \|\hat{\varepsilon}(0)\|^2 (4\pi - S(\alpha)) \int_0^\infty k^4 \exp \left( -\frac{2k^2}{\beta} \right) dk \]
\[ = \gamma^2 \frac{3\sqrt{\pi}}{32\sqrt{2}} \left[ S(\alpha) \sqrt{\alpha} + \|\hat{\varepsilon}(0)\|^2 (4\pi - S(\alpha)) \beta^{5/2} \right]. \] (4.19)

Recalling the definition of (3.14) of \( \gamma \) and that \( S(\alpha) = O(\alpha^{-1}) \) as \( \alpha \to \infty \), \( \|\tilde{F}_{11}(k)\|^2_{L^2(E^3)} \to 0 \) in the constrained limit (3.15), \( \alpha = \beta^2 \) say. This completes the major part of the proof. In passing, we give a remark on the isotropic case. From
the definition (3.9), $S(\alpha) = 4\pi$, for which only the first term survives in (4.19), and (3.14) obtained by the normalisation condition (3.13) informs us of $\gamma^2$ being proportional to $S(\alpha)^{-1} \alpha^{5/2}$. Accordingly, the right-hand side (4.19) tends to zero in the limit of $\alpha \to \infty$. There is a subtle case between the anisotropic case treated above and the isotropic case, namely the case where the components $\varepsilon_{mn}^{\lambda}(\mathbf{0})$ are infinitely small or so small that $S(\alpha) = O(\alpha^{-a})$ ($0 < a < 1$) as $\alpha \to \infty$. As is evident, the conclusion remains unchanged in this intermediate case.

The estimation of the remaining term $F_{12}$ of (4.12) is straightforward.

$$
\|F_{12}(x)\|_{L^2(E^3)}^2 \leq \|\hat{K}_s\|^2 \int_{E^3\setminus Q} \left| \left( \hat{\varepsilon}^\lambda(0) - \hat{I} \right) E^\alpha(\mathbf{x}; \alpha, \beta) \right|^2 \, dx 
= \|\hat{K}_s\|^2 \|\hat{\varepsilon}^\lambda(0) - \hat{I}\|^2 \int_{E^3\setminus Q} |E^\alpha(\mathbf{x}; \alpha, \beta)|^2 \, dx.
$$

(4.20)

Here $\|\hat{K}_s\|$ is the norm of the kernel $\hat{K}(\mathbf{x} - \mathbf{y})/R^3$ of the singular integral operator in the functional space $L^2(E^3)$, appearing in (3.6). This value is shown to be a bounded (Samokhin 2001). Hence the right-hand side of (4.20) decreases to 0 as $\alpha, \beta \to \infty$, since $E^\alpha(\mathbf{x}; \alpha, \beta)$ is confined in $Q$ around the singular point $x = \mathbf{0}$ in this limit.

Next we turn to $F_2(x)$ defined by (4.8). The localisation of (3.12), the inverse Fourier transform of (3.11), for large values of $\alpha$ and $\beta$ is mathematically featured as follows. We denote $\Omega$ to be a ball of radius $\delta$ centered on the origin $x = \mathbf{0}$. For $\forall \beta > 0$, $\exists \varepsilon(\delta, \beta)$, $\exists B(\beta)$, some positive decreasing of $\beta$ and $\exists \alpha = \alpha(\beta)$, some positive increasing function of $\beta$, such that, if $\delta > B(\beta)$,

$$
\|E^\alpha(\mathbf{x}; \alpha, \beta)\|_{L^2(\Omega)} \leq \varepsilon(\delta, \beta),
$$

(4.21)

where $\lim_{\beta \to \infty} B(\beta) = 0$, $\lim_{\beta \to \infty} \alpha(\beta) = \infty$ and $\lim_{\beta \to \infty} \varepsilon(\delta, \beta) = 0$. Moreover, the limit of $\beta \to \infty$ allows us to take the limit of $\delta \to 0$. Taking account of (4.21) and the assumption (2.6) indicating the Hölder continuity of $\hat{\varepsilon}^\lambda(x)$ over the whole space, we obtain

$$
\|F_2(x)\|_{L^2(Q)}^2 \leq \|F_2(x)\|_{L^2(E^3)}^2 = \frac{1}{9} \int_{\Omega_4} \left| (\hat{\varepsilon}^\lambda(x) - \hat{\varepsilon}^\lambda(0)) E^\alpha(\mathbf{x}; \alpha, \beta) \right|^2 \, dx 
+ \frac{1}{9} \int_{E^3\setminus \Omega_4} \left| (\hat{\varepsilon}^\lambda(x) - \hat{\varepsilon}^\lambda(0)) E^\alpha(\mathbf{x}; \alpha, \beta) \right|^2 \, dx 
\leq \frac{1}{9} \left( \max_{x \in \Omega_4} \|\hat{\varepsilon}^\lambda(\mathbf{x}) - \hat{\varepsilon}^\lambda(0)\|^2 \int_{\Omega_4} |E^\alpha(\mathbf{x}; \alpha, \beta)|^2 \, dx 
+ \max_{x \in E^3\setminus \Omega_4} \|\hat{\varepsilon}^\lambda(\mathbf{x}) - \hat{\varepsilon}^\lambda(0)\|^2 \int_{E^3\setminus \Omega_4} |E^\alpha(\mathbf{x}; \alpha, \beta)|^2 \, dx \right) 
\leq C\delta^2 \int_{\Omega_4} |E^\alpha(\mathbf{x}; \alpha, \beta)|^2 \, dx + \max_{x \in E^3\setminus \Omega_4} \|\hat{\varepsilon}^\lambda(\mathbf{x}) - \hat{\varepsilon}^\lambda(0)\|^2 \varepsilon(\delta, \beta).
$$

(4.22)

The last expression approaches 0 by taking the limit of $\delta \to 0$, in keeping with the constrained limit of $\alpha, \beta \to \infty$, and by taking the finiteness (3.13) of the norm of the electric field into consideration. Comparing (4.8) and (4.9), we are led to

$$
\|F_3(x)\|_{L^2(Q)}^2 \leq \|F_3(x)\|_{L^2(E^3)}^2 \leq 9 \|\hat{K}_s\| \|F_2(x)\|_{L^2(E^3)},
$$

(4.23)
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whence \( \|F_3(x)\| \to 0 \) as \( \alpha, \beta \to \infty \) owing to (4.22).

The remaining task is to show that \( \|F_4(x)\| \) vanishes in this limit. We partition \( E^n(x; \alpha, \beta) \) into two parts as

\[
E^n(x; \alpha, \beta) = E^n_1(x; \alpha, \beta) + E^n_2(x; \alpha, \beta),
\]

where

\[
E^n_1(x; \alpha, \beta) = 0 \quad \text{for} \quad x \in E^3 \setminus \Omega_\delta \quad \text{and} \quad E^n_2(x; \alpha, \beta) = 0 \quad \text{for} \quad x \in \Omega_\delta.
\]

(4.25)

Correspondingly, (4.10) is partitioned into

\[
F_4(x) = F_{41}(x) + F_{42}(x),
\]

where

\[
F_{4m}(x) = -\int_Q \frac{K_0(x - y)}{R^2} \left[ \left( \tilde{\varepsilon}^\lambda(y) - I \right) E^m_n(y) \right] dy. \quad (m = 1, 2)
\]

(4.27)

The estimation of the norm of \( F_4(x) \) follows from separate estimation of each term since \( \|F_4(x)\|_{L^2(Q)}^2 \leq \|F_{41}(x)\|_{L^2(Q)}^2 + \|F_{42}(x)\|_{L^2(Q)}^2 \). Let \( \|K_{0c}\| \) be the norm of the kernel \( K_0(x - y)/R^2 \) of the compact operator. The latter of (4.26) is bounded above as

\[
\|F_{42}(x)\|_{L^2(Q)} \leq \|K_{0c}\|_{L^2(Q)} \max_{x \in Q} |\tilde{\varepsilon}^\lambda(x) - I| \|E_2^n(x)\|_{L^2(Q)}^2
\]

\[
\leq \|K_{0c}\|_{L^2(Q)} \max_{x \in Q} |\tilde{\varepsilon}^\lambda(x) - I| \|\varepsilon(\delta, \beta)\|_2 \to 0 \quad \text{as} \quad \delta \to 0
\]

(4.28)

being the allowable limit as \( \alpha, \beta \to \infty \).

For small values of \( \delta, \Omega_\delta \subset \Omega_{\sqrt{\delta}} \), and according (4.25), \( E^n_1(x; \alpha, \beta) = 0 \) for \( x \in \Omega_{\sqrt{\delta}} \setminus \Omega_\delta \). We use this property to pose an upper bound on \( F_{41}(x) \). Introducing (4.24) into (4.27), we have

\[
\|F_{41}(x)\|_{L^2(Q)}^2 = \int_Q \left| \int_{\Omega_{\sqrt{\delta}}} \frac{K_0(x - y)}{R^2} \left[ \left( \tilde{\varepsilon}^\lambda(y) - I \right) E^1_n(y) \right] dy \right|^2 dx
\]

\[
= \int_{\Omega_{\sqrt{\delta}}} \left| \int_{\Omega_{\sqrt{\delta}}} \frac{K_0(x - y)}{R^2} \left[ \left( \tilde{\varepsilon}^\lambda(y) - I \right) E^1_n(y) \right] dy \right|^2 dx
\]

\[
+ \int_{Q \setminus \Omega_{\sqrt{\delta}}} \left| \int_{\Omega_{\sqrt{\delta}}} \frac{K_0(x - y)}{R^2} \left[ \left( \tilde{\varepsilon}^\lambda(y) - I \right) E^1_n(y) \right] dy \right|^2 dx
\]

(4.29)

The first term is bounded from above by

\[
\left( \|K_{0c}\|_{L^2(\Omega_{\sqrt{\delta}})} \max_{x \in Q} |\tilde{\varepsilon}^\lambda(x) - I| \|E_1^n(x)\| \right)^2.
\]

(4.30)

Since \( K_0/R^2 \) is a compact operator, \( \|K_{0c}\|_{L^2(\Omega_{\sqrt{\delta}})} \to 0 \) as \( \delta \to 0 \), and as a consequence the first integral in (4.29) tends to zero in this limit.
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For the estimation of the last integral in (4.29), we invoke the inequality
\[
\frac{1}{R} = \frac{1}{|x - y|} \leq \frac{1}{\sqrt{\delta} - \delta} \quad \text{for } x \in Q \setminus \Omega_{\sqrt{\pi}}, \; y \in \Omega_\delta. \tag{4.31}
\]

With this help, we are lead for any point \( x \in Q \setminus \Omega_{\sqrt{\pi}} \) to
\[
\left| \int_{\Omega_\delta} \frac{\dot{K}_0(x - y)}{R^2} \left[ (\hat{\epsilon}^\delta(0) - iI) \right] E^s_1(y) \, dy \right|^2 \leq C_1^2 \int_{\Omega_\delta} \frac{1}{R^2} |E^s_1(y)|^2 \, dy
\]
\[
\leq C_1^2 \int_{\Omega_\delta} \frac{1}{R^4} |E^s_1(y)|^2 \, dy \leq \frac{C_1^2}{\delta^2(1 - \sqrt{\delta})^4} \frac{4\pi \delta^3}{3} ||E^s(x)||^2. \tag{4.32}
\]
which tends to 0 in the limit of \( \delta \to 0 \). Here
\[
C_1 = \max_{x, y \in Q} ||\dot{K}_0(x - y)|| \max_{x \in \Omega} ||\hat{\epsilon}^\delta(x) - I||, \tag{4.33}
\]
with \( ||\dot{K}_0(x)|| \) being the norm of the tensor \( \dot{K}_0(x) \), is a finite constant.

In this way, we have completed the proof of (4.4) in the constrained limit (4.1). Remembering that the operator \( \hat{A}^\delta \) is coined by replacing \( \hat{\epsilon}_r \) by \( \hat{\epsilon}^\delta \) in (2.9), a symbolic representation of (2.5), it follows from (4.4) that
\[
\lim_{n \to \infty} ||\hat{A}E^s(x; \alpha_n, \beta_n) - \lambda E^s(x; \alpha_n, \beta_n)||_{L^2(Q)} = 0, \tag{5.1}
\]
in the same limit. For a point (3.2) of the essential spectrum for the anisotropic medium realizable with a normalised wavenumber \( q^0 \in S^2 \) and with monotonically increasing parameters \( \{\alpha_n\} \) and \( \{\beta_n\} \) given by (4.1), the corresponding singular mode is provided by the limit \( n \to \infty \) of the sequence \( \{E^s(x; \alpha_n, \beta_n)\} \) defined by formulae (3.11) and (3.12). We repeat that this sequence does not have a convergent subsequence in the Hilbert space.

5. Singular modes in plasma

From the physical viewpoint, worth pursuing is the possibility of \( \lambda = 0 \) being the essential spectrum (3.2). If this happens to be the case, the singular mode possibly manifests itself in a certain medium. Actually, (2.9) reads \( \hat{A}E^s = 0 \) in such a case and the singular mode \( E^s \) is realizable as an electric field confined at the singular point in \( Q \) without having to send the external electric field \( E^0 \).

We illustrate this possibility with a three-dimensional anisotropic medium of plasma. In accordance with the singular modes treated in this paper, it may be assumed, without loss of generality, that the external magnetic field is unidirectional along say the \( z \) axis in Cartesian coordinates, that is, \( H^0 = H^0 e_3 \) where \( e_3 \) is the unit vector in the \( z \) direction. We pick out the following form of the Cartesian components of the dielectric permittivity tensor \( \hat{\epsilon}_r \), normalised by \( \epsilon_0 \), at the point \( x = 0 \) (Ginzburg 1962):
\[
\begin{align*}
\epsilon_{11} &= \epsilon_{22} = 1 - \frac{\omega_p^2(\omega - i\nu)}{\omega[(\omega - i\nu)^2 - \omega_p^2]}, & \epsilon_{33} &= 1 - \frac{\omega_p^2}{\omega(\omega - i\nu)}, \\
\epsilon_{12} &= -\epsilon_{21} = -i\frac{\omega_p\omega H}{\omega[(\omega - i\nu)^2 - \omega_p^2]}, & \epsilon_{13} &= \epsilon_{31} = \epsilon_{23} = \epsilon_{32} &= 0. \tag{5.1}
\end{align*}
\]
Here $\omega_p$ is the plasma frequency, $\omega_H$ is the Lamor frequency, or the rotation frequency of the electrons around the external magnetic field, and $\nu$ is the collision frequency of the electrons to the ions. The first two are defined by

$$\omega_p^2 = \frac{4\pi e^2 N}{m}, \quad \omega_H = \frac{|eH_0|}{mc}, \quad (5.2)$$

where $e$ and $m$ are the charge and the mass of the electron, respectively, and $N$ is the average number, per unit volume, of the electrons in the plasma.

According to (3.2), we seek the set of the normalised wavenumber $q$ satisfying

$$q \cdot \hat{\varepsilon}, q = \sum_{m=1}^{3} \sum_{n=1}^{3} \varepsilon_{mn}(x)q_m q_n = 0. \quad (5.3)$$

For the antisymmetric tensor (5.1), the off-diagonal components $\varepsilon_{12}$ and $\varepsilon_{21}$ do not contribute to the spectrum, leaving $q \cdot \hat{\varepsilon}, q = \varepsilon_{11}q_1^2 + \varepsilon_{22}q_2^2 + \varepsilon_{33}q_3^2$. After some algebra, we obtain

$$\text{Re} [q \cdot \hat{\varepsilon}, q] = \left[1 - \frac{\omega_p^2 + \nu^2 - \omega_H^2}{\omega^2 - \nu^2 - \omega_H^2 + 4\omega^2 \nu^2} \right] \left( q_1^2 + q_2^2 \right) + \left( 1 - \frac{\omega_p^2}{\omega^2 + \nu^2} \right) q_3^2,$$

$$\text{Im} [q \cdot \hat{\varepsilon}, q] = -\frac{\nu \omega_p^2}{\omega^2 - \nu^2 - \omega_H^2 + 4\omega^2 \nu^2} \left( q_1^2 + q_2^2 \right) - \frac{\nu \omega_p^2}{\omega^2 + \nu^2} q_3^2. \quad (5.4)$$

It is evident from (5.4) that the presence of the energy loss ($\nu > 0$) prohibits emergence of the singular mode. Accordingly, we restrict ourselves to a plasma medium free from the loss ($\nu = 0$). In such a case, (5.4) is reduced to

$$q \cdot \hat{\varepsilon}, q = \left( 1 - \frac{\omega_p^2}{\omega^2} \right) (q_1^2 + q_2^2) + \left( 1 - \frac{\omega_p^2}{\omega^2} \right) q_3^2. \quad (5.5)$$

By adjusting the disposable parameters $\omega$ and $q$, subject to $|q| = 1$, the singular modes with $\lambda = 0$ are realizable in this anisotropic plasma. Suppose further that $\omega_p \neq 0$, $\omega_H \neq 0$. For the lossless medium, the imaginary part of (5.4) does not give any condition, and $\lambda = 0$ occurs generically on the circles $q_1^2 + q_2^2 = 1 - q_3^2$, lying on the unit sphere $S^2$, with $q_3$ provided by

$$q_3 = \pm \frac{|\omega|}{\omega_p \omega_H} \sqrt{\omega_p^2 + \omega_H^2 - \omega^2}. \quad (5.6)$$

The reality of $q_3$ requires $\omega^2 \leq \omega_p^2 + \omega_H^2$, and the restriction $|q_3| \leq 1$ requires $(\omega^2 - \omega_p^2)(\omega^2 - \omega_H^2) \geq 0$. Thus we reach a conclusion that the singular mode with $\lambda = 0$ is realizable for the anisotropic medium of plasma characterized by (5.1) in either of the frequency ranges

$$|\omega| \leq \min \{ \omega_p, \omega_H \}, \quad (5.7)$$

$$|\omega| \geq \max \{ \omega_p, \omega_H \} \text{ but with } \omega^2 \leq \omega_p^2 + \omega_H^2. \quad (5.8)$$

In the first range (5.7), (5.3) expresses two circles with $q_3$ given by (5.6) and therefore with radius given by $\sqrt{\omega_p^2 - \omega^2}/(\omega_p \omega_H)$. When the equality holds.
Figure 1. Perspective view of the set $U_{q^0}$ (the dark region), located on the northern hemisphere. We take $\alpha = 2$.

In (5.7), $q_3 = \pm 1$ and the two circles shrink to two points $q = \pm (0, 0, 1)$. In the other extreme, $\omega = 0$, (5.3) expresses the equator circle $q_3 = 0$ and $q_1^2 + q_2^2 = 1$. In the second range (5.8), (5.3) expresses two circles of radius $\sqrt{(\omega^2 - \omega_p^2)(\omega^2 - \omega_H^2)}/(\omega_p \omega_H)$. At the upper limit of the frequency ($\omega^2 = \omega_p^2 + \omega_H^2$), it reduces to the equator circle $q_3 = 0$ and $q_1^2 + q_2^2 = 1$.

To have an idea, we depict the region $U_{q^0}(\alpha)$ defined by (3.9), with $\hat{\varepsilon}_{lm}(0)$ replaced by $\hat{\varepsilon}_r(0)$, for the singular mode attained in the range (5.7). We may take $\omega_H = \omega_p$ and $\omega = \omega_p/\sqrt{2}$. With this choice, (5.5) reads

$$q \cdot \hat{\varepsilon}_r q = 3 \left( q_1^2 + q_2^2 \right) - q_3^2. \quad (5.9)$$

Taking $q_1^2 + q_2^2 + q_3^2 = 1$ into account, the essential spectrum $\lambda = 0$ makes its appearance on the circles, lying on $S^2$, with $q_3 = \pm \sqrt{3}/2$. The condition $0 \leq q \cdot \hat{\varepsilon}_r q \leq 1/\alpha$ leads to the zonal strip regions, for $U_{q^0}(\alpha)$,

$$\frac{\sqrt{3}}{2} \left( 1 - \frac{1}{3\alpha} \right)^{1/2} \leq q_3 \leq \frac{\sqrt{3}}{2}, \quad -\frac{\sqrt{3}}{2} \leq q_3 \leq -\left( 1 - \frac{1}{3\alpha} \right)^{1/2}. \quad (5.10)$$

The area of the northern region ($q_3 > 0$) in $U_{q^0}(\alpha)$ is calculated to be

$$S(\alpha) = \sqrt{3}\pi \left\{ 1 - \left( 1 - \frac{1}{3\alpha} \right)^{1/2} \right\}. \quad (5.11)$$

For $\alpha \gg 1$, $S(\alpha) \approx \pi/(2\sqrt{3}\alpha)$, being proportional to $\alpha^{-1}$ as expected. Figure 1 draws $U_{q^0}(\alpha)$, as the dark zonal band, lying on the northern hemisphere ($q_3 > 0$), by setting $\alpha = 2$.

We close this section with a speculation of how the singular modes for $\lambda = 0$ look like. The Maxwell equations are linear partial differential equations which admit a superposition of the electromagnetic waves without making any assumptions on their amplitudes. The frequency of the realizable modes is restricted to $\omega \in [\omega_1, \omega_2]$,
where \( \omega_1 \) and \( \omega_2 \) are the lower and the upper bounds on the frequency determined by (5.7) or (5.8). Then by using the Fourier transform in time, we can construct the following singular electromagnetic field, at a fixed point \( x \) in \( Q \),

\[
E^s(x, t) = \int_{\omega_1}^{\omega_2} E^s(x, \omega) \exp(-i\omega t) d\omega,
\]

(5.12)

where \( E^s(x, \omega) \) is the time-Fourier representation for the electric field of the singular mode given by the limit of (3.12). Appealing to an analogy with the uncertainty principle of the quantum mechanics, it is conceivable that, if the external field is switched off, these electromagnetic field would exist only in a limited time interval of order

\[
\frac{2\pi}{\omega_2 - \omega_1}.
\]

(5.13)

6. Summary and discussions

We have explicitly constructed the singular mode or the singular eigenfunction corresponding to the continuous essential spectrum (1.1) of the singular volume integral operator \( \hat{A} \), defined by the left hand side of (2.5), for the scattering of a electromagnetic monochromatic wave by a compact three-dimensional body with inhomogeneous and anisotropic dielectric permittivity, and have thus achieved an extension of the previous result for the isotropic case obtained by Budko & Samokhin (2007).

Our success hinges upon exploitation of the integral equation rather than of the Maxwell equations in their original form. Only when we work out the singular integral equation in the Fourier space, the explicit form of the essential spectrum (1.1) is at our hand for a general form of the permittivity tensor field which is Hölder continuous throughout the whole space. The framework of the integral equation renders it feasible to construct explicit form of the singular modes as well for isotropic dielectric scatterers (Budko & Samokhin 2006b). This feasibility carries over to the anisotropic case as dealt with in this paper.

The salient feature of the singular mode is the localised, at a point, amplitude; the electric field of finite energy is confined to a point. To gain a insight into the formation of a pointwise localised wave, we give a crude argument. It is quite common that an essential continuous spectrum emerges at an accumulation point of discrete spectra (Budko & Samokhin 2006a, 2006b). In other words, an essential spectrum is embedded in a dense set of discrete spectra. The essential spectrum becomes predominant at low frequencies. Suppose that \( \lambda = 0 \) belongs to the essential spectrum. There are then an infinite number of discrete spectra \( \{ \lambda_n | n \in \mathbb{Z} \} \) of infinitesimal magnitude, that is, \( |\lambda_n| \ll 1 \) for all \( n \in \mathbb{Z} \). Since the operator \( \hat{A} \) defined by (2.9) is linear, in accordance with the linearity of the Maxwell equations, a superposition of the corresponding eigenfunction \( E_n(x) \) satisfies

\[
\hat{A} \sum_{n=-\infty}^{\infty} a_n E_n(x) - \sum_{n=-\infty}^{\infty} \lambda_n a_n E_n(x) = 0,
\]

(6.1)

for arbitrary constants \( \{ a_n (\in \mathbb{C}) \} \). In view of \( |\lambda_n| \ll 1 \) for all \( n \), (6.1) gives way to \( \hat{A} \sum a_n E_n \approx 0 \), and hence we could think of \( \sum a_n E_n \) as an approximate eigenfunction associated with eigenvalue 0. To be specific, we restrict ourselves to a
one-dimensional periodic system, with period $2\pi$, and take \{exp(inx)|n \in \mathbb{Z}\} eigenfunctions with their eigenvalues accumulating to $\lambda_n \to 0$ as $n \to \pm \infty$. If we set, for instance, $a_n = 1/(2\pi)$ for all $n \in \mathbb{Z}$ with this setting, the eigenfunction becomes

$$\frac{1}{2\pi} (\cdots + e^{-2ix} + e^{-ix} + 1 + e^{ix} + e^{2ix} + \cdots) = \delta(x),$$

being the Fourier series representation of the Dirac delta function for a periodic function with period $2\pi$ in $x$. It should be born in mind that each element exp(inx) belongs to the Hilbert space but that the summation of an infinite number of elements is not necessarily so, depending on the choice of \{a_n\}. Although this argument may serve as a hint for a possible manner of how the localised mode is emerged, care should be excised as regards an important physical aspect. One of important feature of our singular mode is that the total electromagnetic energy is finite in spite of the localisation of the wave at a point, which is traced back to the manner of construction endowed with the condition (3.1) or (3.13). From this energetic viewpoint, our singular mode bears closer resemblance to the square root of the Dirac delta function as expounded by Budko & Samokhin (2006a, 2007).

Singular modes represented explicitly in a tidy form are limited in number. Among them are the Van Kampen mode of the Vlasov equation for the plasma oscillations (Van Kampen 1955; Case 1959) and its generalization to Rayleigh's equation for inviscid waves on a parallel shear flow (Balmforth & Morrison 1995; Hirota & Fukumoto 2008a, 2008b). The singular mode presented in §3 should be added, along with the isotropic one obtained by Budko & Samokhin (2007), to this list. The singular modes are indispensable to supply a complete set of eigenfunctions for describing evolution of an arbitrarily given initial wave. In general, fluids and plasmas have an abundance of continuous spectra, many of them being unavailable explicitly. To explore the stability of motion of fluids and plasmas, the continuous spectra and their singular modes are currently being under intensive investigation numerically as well as analytically.

Rapid advancement of the nano-technology makes possible to design and create exotic materials, like the photonic crystals, endowed with anomalous dielectric permittivity and magnetic permeability. We are thus requested to widen the knowledge of the electromagnetic-wave spectra. This paper has disclosed the singular mode in its naked form for the electromagnetic scattering problem. The role that this singular mode plays of in practical situations is yet to be explored. This and other aspects call for individual treatment.
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