Some relations between Semaev’s summation polynomials and Stange’s elliptic nets
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Abstract. There are two decision methods for the decomposition of multiple points on an elliptic curve, one based on Semaev’s summation polynomials and the other based on Stange’s elliptic nets. This paper presents some relations between these two methods. Using these relations, we show that an index calculus attack for the elliptic curve discrete logarithm problem (ECDLP) over extension fields via an elliptic net is equivalent to such an attack via Semaev’s summation polynomials.
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1. INTRODUCTION

1.1. Semaev’s summation polynomials and index calculus attack for the ECDLP over extension fields

Let $k$ be a field and $E$ be an elliptic curve defined over $k$ on an affine plane $A^2(k)$. For a point $P = (x(P), y(P)) \in E$ and a nonnegative integer $m$, an evaluation of

$$mP = 0$$

is obtained using the $m$-division polynomial $\psi_m$ associated with $E$.

Semaev gave the following theorem for decomposition of multiple points,

$$v_1P_1 + \cdots + v_nP_n = 0,$$

where $v_1, \ldots, v_n$ are integers and $P_1, \ldots, P_n$ are points on $E$.

Theorem 1 (Semaev [7]). 1. For any elliptic curve defined over arbitrary field $k$ and any integer $n \in \mathbb{Z}_{\geq 2}$, there exists a polynomial

$$S_n(X_1, \ldots, X_n) \in k[X_1, \ldots, X_n]$$

such that for any points $P_1, \ldots, P_n \in E$, there exist $\epsilon_1, \ldots, \epsilon_n \in \{\pm 1\}$ such that $\epsilon_1P_1 + \cdots + \epsilon_nP_n = 0$ if and only if $S_n(x(P_1), \ldots, x(P_n)) = 0$.

2. Suppose $\text{char}(k) \neq 2, 3$ and $E : y^2 = 4x^3 + ax + b$; then polynomial $S_n$ is given explicitly as follows:

- $S_2(X_1, X_2) = X_1 - X_2$,
- $S_3(X_1, X_2, X_3) = (X_1 - X_2)^2X_3^2$
- $-2 \left( (X_1 + X_2) \left( \frac{a}{4} X_1 + X_2 \right) + \frac{b}{2} \right) X_3$
- $+ \left( X_1X_2 - \frac{a}{4} \right)^2 - b(X_1 + X_2),$

and

$$S_n(X_1, \ldots, X_n) = \text{Res}_X(S_j(X_1, \ldots, X_{j-1}, X),$$

$$S_{n-j+2}(X_1, \ldots, X_n, X)),$$

for any $n \geq 4$ and $3 \leq j \leq n - 1$. Here $\text{Res}_X$ stands for resultant with respect to $X$.

3. The degree of polynomial $S_n$ as a polynomial in $X_i$ is $2^{n-2}$.

By Gaudry, it was shown that the Semaev’s summation polynomials are useful for an index calculus attack for its elliptic curve discrete logarithm problem over extension fields [5].

Let $F_q$ be a finite field with $q$ elements, where $q$ is a prime such that $q \neq 2, 3$, and $F_{q^n}$ is the extension field of degree $n$. The elliptic curve discrete logarithm problem (ECDLP) over extension fields is for elliptic curve $E$ over the extension field $F_{q^n}$, for any point $P \in E(F_{q^n})$ and $A \in \langle P \rangle$, the problem to find the minimal integer $m$ such that $A = mP$. If $q$ is a pseudo-Mersenne prime number and the extension field has a binomial or trinomial as its minimal polynomial, a protocol in elliptic curve cryptography based on the ECDLP over extension fields results in faster running algorithms than that based on the ECDLP over prime fields because the modular reduction of finite fields can be computed [2].

It is important to analyze how secure a high-level cryptography technique is. Therefore we build an algorithm to solve the ECDLP over extension fields efficiently, and calculate the algorithmic calculation complexity. In the process, we will make use of a famous algorithm for the index calculus attack on the ECDLP over extension fields via Semaev’s summation polynomials [5].

Now we define the factor basis of $E(F_{q^n})$,

$$\mathfrak{f} = \{ P \in E(F_{q^n}) | x(P) \in F_q \},$$
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and let $s$ be the size of $\mathfrak{g}$. An index calculus attack for the ECDLP over extension fields is defined by the following steps:

Step 1. For $i = 1, \ldots, s$ and random integers $m_i \in \mathbb{Z}/\text{ord} P\mathbb{Z}$, we assume the relation given by $m_i P = \sum_{F \in \mathfrak{g}} f_i F$.

Step 2. Compute values $\log P F_i$ from the linear equation

$$
\begin{pmatrix}
  m_1 \\
  m_2 \\
  \vdots \\
  m_s
\end{pmatrix}
= (f_{i})
\begin{pmatrix}
  F_1 \\
  F_2 \\
  \vdots \\
  F_s
\end{pmatrix}
$$

Step 3. For random $m, m' \in \mathbb{Z}/\text{ord} P\mathbb{Z}$ redefine the relation by

$$
mA + m' P = \sum_{F \in \mathfrak{g}} f_P F.
$$

Step 4. Compute $\log_P A$ using the form given in step 3 and $\log P F_i$.

To obtain a relation between a random point $m_i P \in E(\mathbb{F}_{q^n})$ and points of the factor basis $\mathfrak{f}$, Gaudry gave a decomposition algorithm using Semaev's summation polynomial $S_n$.

**Theorem 2** (Gaudry [5]). For any point $P$ in $E(\mathbb{F}_{q^n})$ and $Q_1, \ldots, Q_n \in \mathbb{F}_q$, the following three conditions are equivalent.

1. There are points $F_1, \ldots, F_n \in \mathfrak{f}$ such that $x(F_1) = Q_1, \ldots, x(F_n) = Q_n$ and $P = F_1 + \cdots + F_n$.
2. For the $(n + 1)$-th Semaev's summation polynomial $S_{n+1}$, $S_{n+1}(Q_1, \ldots, Q_n, x(P)) = 0$.
3. Let $\{t_i\}_{i=1}^n$ be a basis of field extension $\mathbb{F}_{q^n}/\mathbb{F}_q$, and $S_{n+1}(X_1, \ldots, X_n, x(P)) = \sum_{i=1}^n s_{n+1}^i (X_1, \ldots, X_n) t_i$,

where $s_{n+1}^i \in \mathbb{F}_q[X_1, \ldots, X_n]$; then $(Q_1, \ldots, Q_n)$ is a $\mathbb{F}_q$ rational point of $V(s_{n+1}^1, \ldots, s_{n+1}^n)$, the variety defined by $s_{n+1}^1, \ldots, s_{n+1}^n$.

Using this theorem, we will obtain the desired relations by solving algebraic equations using either the Gröbner basis or multivariable resultant [3]. This attack was created and estimated by Diem [4] and improved by Nagao, Joux, and Vitse [10],[6].

Stange gave a decision method for the decomposition problem with multi-variable elliptic functions. Let $k$ be a number field, and $E$ be an elliptic curve over $k$. The Weierstrass $\sigma$ function is

$$
\sigma(z) = z \prod_{\omega \in L_E \backslash \{0\}} \left(1 - \frac{z}{\omega}\right) \exp\left(\frac{z}{\omega} + \frac{z^2}{2\omega^2}\right),
$$

where $L_E$ is the lattice on $\mathbb{C}$ associated with the elliptic curve $E$.

For an integer vector $v = (v_1, \ldots, v_n) \in \mathbb{Z}^n$ and complex variables $z = (z_1, \ldots, z_n) \in \mathbb{C}^n$, Stange defined the multivariable elliptic function

$$
\Psi_v(z) = \frac{\sigma(v_1 z_1 + \cdots + v_n z_n)}{\prod_{1 \leq i < r \leq n} \sigma(z_i + z_r)^{v_{ir}}}.
$$

This function has a period $L_E$ for each variable. We are able to assume a point $P$ on $E$ corresponds to a point on $\mathbb{C}$ by the pullback $\pi^{-1} : E \simeq \mathbb{C}/L_E \rightarrow \mathbb{C}$. Stange gave the following decision method for decomposition of points by $\Psi_v(z)$.

**Theorem 3** (Stange [8]). For points $P_1, \ldots, P_n \in E$ such that $P_i \neq \pm P_j (i \neq j)$ and an integer vector $v = (v_1, \ldots, v_n)$, $v_1 P_1 + \cdots + v_n P_n = 0$ holds if and only if $\Psi_v(P_1, \ldots, P_n) = 0$.

Moreover, for fixed points $P_1, \ldots, P_n \in E$ such that $P_i \neq \pm P_j (i \neq j)$, the map

$$
W : \mathbb{Z}^n \rightarrow k,
$$

$$
v \mapsto \Psi_v(P_1, \ldots, P_n)
$$

is called the elliptic net associated with $P_1, \ldots, P_n$. This elliptic net satisfies the condition that for any integer vectors $p, q, r, s \in \mathbb{Z}^n$,

$$
W(p + q + s)W(p - qW(r + s)W(r)
= + W(q + r + s)W(q - r)W(p + s)W(p)
= + W(r + p + s)W(r - p)W(q + s)W(q) = 0.
$$

This elliptic net is an expansion of elliptic divisibility sequences which satisfy the following relation:

$$
h_{m+n}h_{m-n}h_2^2 = h_{n+1}h_{n-1}h_2^2 + h_m h_{m-1}h_2^2.
$$

2. Relations between Semaev’s Summation Polynomials and Stange’s Elliptic nets

Let $k$ be a number field and $K$ a rational function field generated by functions $\varphi(z_1), \ldots, \varphi(z_n)$, where $\varphi(z_i)$ is the Weierstrass $\varphi$ function. Let

$$
L = k(\varphi(z_1), \varphi'(z_1), \varphi(z_n), \varphi'(z_n))
$$

be the Galois extension over $K$. Then its Galois group $\text{Gal}(L/K) = \{\pm 1\}^n$ acts on $L$ as follows: for any $\{\epsilon_1, \ldots, \epsilon_n\} \in \text{Gal}(L/K)$ and $f(z_1, \ldots, z_n) \in L$,

$$
(\epsilon_1, \ldots, \epsilon_n).f(z_1, \ldots, z_n) = f(\epsilon_1 z_1, \ldots, \epsilon_n z_n).
$$

Semaev’s summation polynomial is used to check a decomposition using only $x$ coordinates of points on an elliptic curve. In this case, $S_n$ is regarded as a polynomial in $K$. On the other hand, $\Psi_v(z)$ is regarded as an element in $L$ in general. Note that for a vector $v$, $\Psi_v(z)$ is an intermediate field of $L/K$. 

Theorem 4. For any integer \( n \in \mathbb{Z}_{\geq 2} \) and elliptic curve \( E \) over a number field \( k \),

\[
N_{L/K}(\Psi_v(z)) = S_n(\varphi(v_1z_1), \ldots, \varphi(v_nz_n))^2 \prod_{1 \leq s < t \leq n} (\varphi(z_s) - \varphi(z_t))^{2n-1v_sv_t}.
\]

The left-hand side of the equation in this theorem, which is defined as

\[
N_{L/K}(\Psi_v(z)) = \prod_{\epsilon_1, \ldots, \epsilon_n \in \{\pm 1\}} \varphi(\epsilon_1z_1, \ldots, \epsilon_nz_n)
\]

\[
= \prod_{\epsilon_1, \ldots, \epsilon_n \in \{\pm 1\}} \prod_{1 \leq s < t \leq n} (\varphi(z_s) - \varphi(z_t))^{2n-1v_sv_t},
\]

checks whether for points \( P_1, \ldots, P_n \in E \) such that \( \varphi(P_i) \neq \pm \varphi(P_j), (i \neq j) \) there exist \( \epsilon_1, \ldots, \epsilon_n \in \{\pm 1\} \) such that \( \epsilon_1P_1 + \cdots + \epsilon_nP_n = 0 \). Furthermore, the Semaev’s summation polynomial \( S_n \) is irreducible and is a material providing a method to obtain precise decompositions, the norm \( N_{L/K}(\Psi_v(z)) \) has \( S_n(\varphi(v_1z_1), \ldots, \varphi(v_nz_n)) \) as a factor. On the other hand, the second factor of the right-hand side

\[
\prod_{1 \leq s < t \leq n} (\varphi(z_s) - \varphi(z_t))^{2n-1v_sv_t}
\]

is obvious by the additional formula of the Weierstrass \( \varphi \) function. We assume that the equation of the lemma is satisfied up to \( n - 1 \).

\[
S_n(\varphi(z_1), \ldots, \varphi(z_n)) = Res_X(S_3(\varphi(z_1), \varphi(z_2), X), S_{n-1}(\varphi(z_3), \ldots, \varphi(z_n), X))
\]

\[
= Res_X(S_2(\varphi(z_1), \varphi(z_2))) \prod_{\epsilon_2, \epsilon_3, \ldots, \epsilon_n \in \{\pm 1\}} (\varphi(z_1 + \epsilon_2z_2) - X),
\]

\[
S_{n-2}(\varphi(z_3), \ldots, \varphi(z_n)) \prod_{\epsilon_2, \epsilon_3, \ldots, \epsilon_n \in \{\pm 1\}} (\varphi(z_3 + \epsilon_4z_4 + \cdots + \epsilon_nz_n) - X)
\]

\[
= S_2(\varphi(z_1), \varphi(z_2))^2 \prod_{\epsilon_2, \epsilon_3, \ldots, \epsilon_n \in \{\pm 1\}} (\varphi(z_1 + \epsilon_2z_2))
\]

\[
\times \prod_{\epsilon_2, \epsilon_3, \ldots, \epsilon_n \in \{\pm 1\}} (\varphi(z_3 + \epsilon_4z_4 + \cdots + \epsilon_nz_n))
\]

\[
\times \prod_{\epsilon_2, \epsilon_3, \ldots, \epsilon_n \in \{\pm 1\}} (\varphi(z_1 + \epsilon_2z_2) - \varphi(z_3 + \epsilon_4z_4 + \cdots + \epsilon_nz_n))
\]

Thus, the candidate zeros of \( S_n(\varphi(z_1), \ldots, \varphi(z_n)) \) are \( \{z \in \mathbb{C}^n | z_1 + \epsilon_2z_2 \in \mathcal{L}_E \} \) with order \( 2n-2 \). \( \{z \in \mathbb{C}^n | z_1 + \epsilon_4z_4 + \cdots + \epsilon_{n-1}z_{n-1} \in \mathcal{L}_E \} \) with order \( 2n-2 \), for \( i = 1, \ldots, n-3 \), and \( \{z \in \mathbb{C}^n | z_1 + \epsilon_2z_2 + \cdots + \epsilon_nz_n \in \mathcal{L}_E \} \) with order 1. On the other hand, we can determine the candidates of the poles in the same way. Therefore, the zeros and poles are \( \{z \in \mathbb{C}^n | z_1 + \epsilon_2z_2 + \cdots + \epsilon_nz_n \in \mathcal{L}_E \} \) with order \( 2n-2 \). \( \{z \in \mathbb{C}^n | z_1 + \epsilon_2z_2 + \cdots + \epsilon_nz_n \in \mathcal{L}_E \} \) with order 1. Therefore, the lemma is true by Liouville’s theorem.

Lemma 1. For any \( n \in \mathbb{Z}_{\geq 3} \), Semaev’s summation polynomial \( S_n \) satisfies

\[
S_n(\varphi(z_1), \ldots, \varphi(z_n)) = S_{n-1}(\varphi(z_1), \ldots, \varphi(z_{n-1}))^2
\]

\[
\times \prod_{\epsilon_2, \ldots, \epsilon_{n-1} \in \{\pm 1\}} (\varphi(z_1 + \epsilon_2z_2 + \cdots + \epsilon_{n-1}z_{n-1})),
\]

\[
-\varphi(z_n)) \times \prod_{i=1}^{n-2} \prod_{\epsilon_2, \ldots, \epsilon_{n-1} \in \{\pm 1\}} (\varphi(z_1 + \epsilon_2z_2 + \cdots + \epsilon_{n-1}z_{n-1}))
\]

\[
-\varphi(z_n - \epsilon_2z_2 + \cdots + \epsilon_{n-1}z_{n-1}))^{2n-1}.
\]

Proof. When \( n = 3 \), then

\[
S_3(\varphi(z_1), \varphi(z_2), \varphi(z_3)) = S_2(\varphi(z_1), \varphi(z_2))^2(\varphi(z_1 + z_2) - \varphi(z_3))
\]

\[
\times (\varphi(z_1 + z_2) - \varphi(z_3))
\]

\[
+ (\varphi(z_1 + z_2) - \varphi(z_3))^{2n-1}.
\]
When \( n = 2 \), this claim is obvious by the additional formula of the \( \sigma \) function. We assume that this claim is true up to \( n - 1 \). Under this assumption,

\[
\prod_{\epsilon_2, \ldots, \epsilon_n \in \{\pm 1\}} \Psi_{(\epsilon_2, \epsilon_2, \ldots, \epsilon_n, \ldots, \epsilon_n)}(z_1, \ldots, z_n)
= \prod_{\epsilon_2, \ldots, \epsilon_n \in \{\pm 1\}} \sigma(v_1 z_1 + \epsilon_2 v_2 z_2 + \cdots + \epsilon_n v_n z_n)
= \prod_{i=1}^n \sigma(z_i) \prod_{1 \leq i < j \leq n} \sigma(z_i + z_j + \epsilon_i \epsilon_j v_i v_j)
= \prod_{\epsilon_2, \ldots, \epsilon_{n-1} \in \{\pm 1\}} \left( (\varphi(v_1 z_1 + \epsilon_2 v_2 z_2 + \cdots) + \epsilon_{n-1} v_{n-1} z_{n-1}) - \varphi(v_n z_n) \right)
\times \frac{\sigma(z_1 + \epsilon_2 z_2 + \cdots + \epsilon_{n-1} z_{n-1})}{\prod_{i=1}^n \sigma(z_i)^{2^{n-1}} v_i^{-1}}
= \Psi_{v_n}(z_n)^{2^{n-1}} \prod_{\epsilon_2, \ldots, \epsilon_{n-1} \in \{\pm 1\}} \Psi_{(\epsilon_2, \epsilon_2, \ldots, \epsilon_{n-1}, \ldots, \epsilon_{n-1})}(z_1, \ldots, z_{n-1})^2 \times \prod_{\epsilon_2, \ldots, \epsilon_{n-1} \in \{\pm 1\}} (\varphi(v_1 z_1 + \epsilon_2 v_2 z_2 + \cdots) + \epsilon_{n-1} v_{n-1} z_{n-1}) - \varphi(v_n z_n))
= S_n-1(\varphi(v_1 z_1), \ldots, \varphi(v_{n-1} z_{n-1})) \prod_{i=1}^n \Psi_{v_i}(z_i)^{2^{n-1}} \times \prod_{\epsilon_2, \ldots, \epsilon_{n-1} \in \{\pm 1\}} (\varphi(v_1 z_1 + \epsilon_2 v_2 z_2 + \cdots) + \epsilon_{n-1} v_{n-1} z_{n-1}) - \varphi(v_n z_n))
= S_n(\varphi(v_1 z_1), \ldots, \varphi(v_{n-1} z_{n-1})) \prod_{i=1}^n \Psi_{v_i}(z_i)^{2^{n-1}}.
\]

\( \blacksquare \)

2.1 Some Remarks

In this paper, we assume that an elliptic curve is defined over a number field. This assumption is unnecessary and this theorem is generalized to any finite field, by reduction theory. An index calculus attack for the ECDLP over extension fields via elliptic nets vanishing \( y \) coordinate is the same as the one via Semaev’s summation polynomials, hence the relation given by Theorem 4.

However, it is an open problem to give relations between random points on an elliptic curve and points on the factor basis for an index calculus attack via elliptic nets directly using a Gröbner basis. For the purpose of determining relations, it is sufficient to solve algebraic equations from the descent of elliptic nets for a base field \( \mathbb{F}_q \). For any point \( P \in E(\mathbb{F}_q^n) \), we compute the rational polynomial

\[
\Psi_{(1, \ldots, 1)}(X_1, Y_1, \ldots, X_n, Y_n, x(P), y(P)) \in \mathbb{F}_q^n(X_1, Y_1, \ldots, X_n, Y_n).
\]

We decompose this rational polynomial for base field \( \mathbb{F}_q \) as follows:

\[
\Psi_{(1, \ldots, 1)}(X_1, Y_1, \ldots, X_n, Y_n, x(P), y(P)) = \sum_{i=1}^n \Phi_{P_i}^i(X_1, Y_1, \ldots, X_n, Y_n) t^i.
\]

where \( \{t^i|i = 1, \ldots, n\} \) is a basis of \( \mathbb{F}_q^n/\mathbb{F}_q \) and \( \Phi_{P_i}^i \) is a rational polynomial in \( \mathbb{F}_q(X_1, Y_1, \ldots, X_n, Y_n) \). Then, we have given the \( \mathbb{F}_q \) rational points of \( V(\Phi_{P_1}^1, \ldots, \Phi_{P_n}^n) \) to obtain relations of decomposition by factor basis.
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