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Abstract Here we present an efficient calculation of comprehensive Gröbner systems to derive specific conditions for neural circuits as well as electric circuits. Comprehensive Gröbner systems (CGS) have been applied to problems with a small number of parameters such as the automatic geometric theorem proving and the inverse kinematics problem of a robot arm. In CGS, however, a larger number of parameters make its calculation less tractable. Therefore, we take ‘not-equal’ conditions into account during CGS calculation, resulting in a reduced format of CGS of parametric systems even though many parameters exist. Using our implemented CGS, we derive specific conditions such as resonant conditions that play an important role in physical, mechanical, and biological phenomena. The obtained conditions lead to analysis of realistic neural circuits having many parameters, and provide us with a possibility of positive CGS.
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1 Introduction

Gröbner bases have been applied to various systems such as electric and digital systems [2, 21, 30]. Considering parameters as well as variables during Gröbner basis calculation is called comprehensive Gröbner systems (CGS). CGS can classify the roots of parametric polynomial equations [27]. On the other side, in mechanical, electric, or neural systems, when parameters satisfy some specific condition, resonance, synchronization, or entrainment occurs. This coincidence has inspired us to exploit CGS to derive specific conditions of a system.

Analysis of specific conditions is important in many fields because a system under resonance shows remarkable characters. Indeed, once resonance vibration occurs in a mechanical system, the amplitude of the system grows larger and larger [12, §22–§27]. In electric circuits, a resonant condition is essential for tuning [1]. Further, in chemical reactions, synchronization or entrainment as a kind of resonance plays an important role in chemical oscillations [10, §5]. In biomedical systems, metabolic kinetics of chemicals inside a human body is usually described as a compartmental model [3]. Resonant conditions in a compartmental model was also explored [26].

Thus, derivation of specific conditions is important for understanding a system, but a system with many parameters is difficult for obtaining specific conditions by hand. Therefore, we propose an application of Comprehensive Gröbner systems (CGS) to obtaining specific conditions, exemplifying electric and neural systems.
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Solving parametric algebraic systems is one of the big topics in computer algebra [6, 9, 13, 27]. Comprehensive Gröbner systems (bases) are key ingredients and are fundamental tools for applications of parametric polynomial systems in several fields both inside and outside mathematics.

Comprehensive Gröbner systems for parametric ideals were introduced, constructed, and studied by Weispfenning [27] in 1992. After Weispfenning’s paper was published, Dolzman and Sturm have implemented and published the software [5]. There was, however, no big development about comprehensive Gröbner systems (or bases) for ten years. Last ten years, the big developments were made by Kurata, Montes, Nabeshima, Sato, Suzuki, and Weispfenning.

[Efficient computation]

- Montes published the new algorithm for computing CGS and its software in 2002 and 2006 [14, 15].
- Suzuki and Sato published the new algorithm for computing CGS in 2006 [25].

[Theory]

- Suzuki and Sato presented an alternative definition of comprehensive Gröbner bases (systems) in terms of Gröbner bases in polynomial rings over commutative von Neumann regular rings [24]. This Gröbner basis is called ‘alternative comprehensive Gröbner basis (ACGB).’ Alternative comprehensive Gröbner bases have the following nice properties which do not hold in standard comprehensive Gröbner bases:
  1. There is a canonical form of an alternative comprehensive Gröbner basis in a natural way.
  2. We can use reductions of an alternative comprehensive Gröbner basis.
- Weispfenning presented a concept of canonical comprehensive Gröbner bases under very general assumptions on the parameter ring [28]. After this paper was published, this result was applied for improving Montes’ algorithm by Montes [14].

There are mainly three kinds of algorithms for computing CGS: Weispfenning-Montes’ algorithm, Suzuki-Sato’s algorithm [25], and ACGB algorithm [24]. In general, Suzuki-Sato’s algorithm is the fastest among them in several cases. Therefore, in this paper, we improve and apply Suzuki-Sato’s algorithm for solving our problems of electric and neural circuits.

Roughly speaking, a CGS is a parametric Gröbner basis for a parametric polynomial ideal. A CGS is used as a systematic tool to classify the roots of parametric polynomial equations. Therefore, the number of applications of CGS is large. Some interesting applications of CGS have already been introduced:

- Modules of syzygies [18, 19].
- The study of parametric varieties, their size, and their dimension functions [18].
- The study of singular points of a conic [15].
- The inverse kinematics problem for a simple robot [15].
- The automatic geometric theorem proving [16, 29].
- CGS in rings of differential operators [18].
- Kanno, et al. [8] have explored a potential of algebraic approach for parametric polynomial spectral factorization (PPSF). For computing the parametric spectral factor of a parametric polynomial, one has to classify the roots of parametric polynomial. For this purpose, they devised an algorithm for using CGS computation.

In [22], Shinohara presented three CGS based algorithms for computing PPSF and showed that the fastest one took 72 hours in computation of PPSF of a quartic parametric polynomials. If there are many parameters in parametric problems, it is difficult to obtain results of the applications above. In fact, they showed simple examples in the application above. Therefore, from a practical point of view, an efficient CGS implementation is necessary in order to solve large problems.

On a computer algebra system equipped with Gröbner bases computations, it is easy to implement Suzuki-Sato’s algorithm. Nevertheless, Suzuki-Sato’s algorithm often produces many segments whose parameter spaces overlap each other, so that the computational cost will swell without careful treatments of superfluous segments. Thus, we need an algorithm whose number of steps becomes small, and an optimal means to obtain irredundant segments which Suzuki and Sato referred to, but did not describe. In this paper, we define ‘supports’ as parameter spaces in order to check overlap and unnecessary segments. We describe useful basic manipulations using supports to implement CGS algorithm bases on Suzuki-Sato’s.

Moreover, another advantage of our algorithm is the following. Our problems, electric and neural circuits, need to consider ‘not-equal (≠ 0)’ conditions of parameters. To overcome difficulty in calculating CGS against many parameters, we take ‘not-equal’ conditions into account, leading to an efficient calculation and much reduced format of outputs of
CGS. Suzuki-Sato’s algorithm treats only ‘equal (= 0)’ conditions of parameters. Our algorithm for computing CGS treats both of ‘equal’ and ‘not-equal’ conditions of parameters. In this point, our algorithm is more useful than Suzuki-Sato’s algorithm for analyzing properties of our problems. Further, our algorithm outputs CGS on a restricted parameter space because we do not need to compute CGS on the whole parameter space. Thus, our algorithm is superior in several cases. In fact, we were able to obtain specific conditions for electric and neural circuits with many parameters by using our implemented CGS.

2 Problem

A problem with respect to an electric or neural circuit is described as a system of equations of the following form:

\[ f(V(t), p, \sin(\omega t), \cos(\omega t), \int V(t)\,dt, \frac{dV(t)}{dt}) \]

where \( V(t) \) \((\ell \in [i, j, k])\) denotes a function in \( t \) and a vector \( p \) denotes parameters for CGS. This formula (1) includes a linear relation of \( \sin(\omega t), \cos(\omega t), f \, dt, d/dt \), denoted by \( f \).

The aim is to obtain specific conditions by CGS and to analyze them.

3 Comprehensive Gröbner Systems

In this section, we give the detail of our algorithm for computing CGS. Our algorithm is based on Suzuki-Sato’s algorithm. We improve Suzuki-Sato’s algorithm [25] for solving our problems.

Let \( A := \{A_1, \ldots, A_m\} \) and \( X := \{X_1, \ldots, X_n\} \) be finite sets of variables such that \( A \cap X = \emptyset \). We define \( K \) and \( L \) as fields such that \( L \) is an algebraic closure of \( K \). Let \( pp(X), pp(A), pp(A, X) \) be the sets of power products of \( X, A \) and \( A \cup X \), respectively. We define \( \mathbb{N}, \mathbb{Q} \) and \( \mathbb{C} \) as the set of natural numbers with 0, the field of rational numbers, and the field of complex numbers, respectively. In this paper, we define \( K[A, X] \) as a polynomial ring over a field \( K \), and define \( K[A][X] := (K[A])(X) \) as a polynomial ring over a polynomial ring \( K[A] \) (coefficients in a polynomial ring). For a polynomial \( f \neq 0 \) in a polynomial ring equipped with a term order \( < \), let \( lpp(f) \), \( lc(f) \), and \( lm(f) \) be the leading power product of \( f \) with respect to \( < \), the coefficient of \( lm(f) \), and \( lc(f) \cdot lpp(f) \), respectively. The degree of \( f \) in \( X_i \), denoted by \( \deg_X(f) \), is defined as the degree of \( f \) when viewed as a univariate polynomial in \( X_i \). \( <_A, X \) is defined as a term order on \( pp(A, X) \) such that \( X \) is always greater than \( A \). That is, any term in \( pp(X) \) is greater than any term in \( pp(A) \). Let \( <_A \) and \( <_X \) be its restriction on \( pp(A) \) and \( pp(X) \), respectively. For any subset \( F \) of \( K[A] \), \( \mathcal{V}(F) \) denotes the algebraic set defined by \( F \), that is \( \mathcal{V}(F) := \{a \in L^n | \forall f \in F, \forall(0) = 0\} \). Specially, we define \( \mathcal{V}(1) := \emptyset \) and \( \mathcal{V}(0) := L^n \). For any \( \alpha \in L^m \), we define the canonical specialization homomorphism \( \sigma_\alpha : K[A] \to L \) induced by \( \alpha \), and we naturally extend it to \( \sigma_\alpha : K[A][X] \to L[X] \).

In this paper, angle brackets \( (\cdot) \) are defined as follows: let \( f_1, \ldots, f_l \in R \), where \( R \) is a commutative ring with identity. Then \( (f_1, \ldots, f_l) := (\sum_{i=1}^l h_if_i | h_1, \ldots, h_l \in R) \).

Definition 1 (Comprehensive Gröbner Systems) Let \( F \) be a subset of \( K[A][X], A_1, \ldots, A_l \) algebraically constructible subsets of \( L^m \), and let \( G_1, \ldots, G_l \) be subsets of \( K[A][X] \). Let \( S \) be a subset of \( L^n \) such that \( S \subseteq A_1 \cup \ldots \cup A_l \). A finite set \( \mathcal{G} := \{(A_1, G_1), \ldots, (A_l, G_l)\} \) of pairs is called a comprehensive Gröbner system (CGS) on \( S \) for \( F \) if \( \sigma_\alpha(G_i) \) is a Gröbner basis of the ideal \( (\sigma_\alpha(F_i)) \) in \( L[X] \) for each \( i = 1, \ldots, l \) and \( \alpha \in S \). Each \( (A_i, G_i) \) is called a segment of \( \mathcal{G} \). We simply say \( \mathcal{G} \) is a comprehensive Gröbner system for \( F \) if \( S = L^m \).

For a segment \((A, G)\), the algebraically constructible set \( A \) is also called its parameter space or simply called its case. In this paper, we use an algebraically constructible set that has a form:

\[ \forall(f_1, \ldots, f_l) \setminus \forall(g_1, \ldots, g_l) \subseteq L^m, \]

where \( f_1, \ldots, f_l, g_1, \ldots, g_l \in K[A] \). In this paper, the meaning of parameters is that parameters can take arbitrary values. We give an example of a CGS:
Example 1 Let $F = \{x^2y + y, bx^2y + ax + y\} \subset \mathbb{C}[a, b][x, y]$, $a, b$ be parameters, $x, y$ be variables, and $\prec_{(a, y)}$ be the lexicographic order such that $x \prec_{(a, y)} y$. Then a comprehensive Gröbner system for $(F)$ with respect to $\prec_{(a, y)}$ is

$$
\mathcal{G} = \left\{ \begin{array}{l}
(C^1 \setminus \forall(ab), \{-b^2y^5 + 2aby^4 - a^2y^3 - a^3y, a^2x - by^2 + ay\}), \\
(\forall(b), \forall(a, b), \{ax + y, y^3 + ay\}), \\
(\forall(a), \{y\})
\end{array} \right\}.
$$

From Definition 1, one can understand $\mathcal{G}$ as follows:

1. If parameters belong to $C^2 \setminus \forall(ab)$ (i.e., $ab \neq 0$), then $\{-b^2y^5 + 2aby^4 - a^2y^3 - a^3y, a^2x - by^2 + ay\}$ is a Gröbner basis of $(F)$ with respect to $\prec_{(a, y)}$ in $\mathbb{C}[x, y]$.
2. If parameters belong to $\forall(b) \setminus \forall(a, b)$ (i.e., $b = 0, a \neq 0$), then $\{(by^3 - ay^2)x + ay, ayx^2 + y, -b^2y^5 + 2bay^4 - a^2y^3 - a^3y, a^2x - by^2 + a\}$ is a Gröbner basis.
3. If parameters belong to $\forall(a)$ (i.e., $a = 0$), then $\{y\}$ is a Gröbner basis.

In general, the properties of parametric ideals are dependent on values of parameters. Therefore, CGS are a useful tool to analyze parametric polynomial systems.

3.1 Criteria

Recently, some criteria for computing CGS, have been introduced by Nabeshima and Kurata [11, 17]. In this subsection, we describe the criteria in order to make an efficient CGS implementation.

First, we introduce the definition of a set of minimal head term, based on [11]. Let $F$ be a set of polynomials in $\mathbb{K}\{\mathbb{A}\}[X]$. Then a set of minimal head term of $F$ with respect to $\prec_X$ is defined as follows:

$$
\text{MHT}_{\prec_X}(F) := \{\text{lp}_{\prec_X}(g) \in \text{pp}(\mathbb{X}) \mid \text{lp}_{\prec_X}(f_1) \nmid \text{lp}_{\prec_X}(f_2), \text{lp}_{\prec_X}(f_1) \neq \text{lp}_{\prec_X}(f_2), f_1, f_2 \in F\}.
$$

**Theorem 1** ([17]) Let $F$ be a subset of $\mathbb{K}\{\mathbb{A}\}[X]$, $S$ be a subset of $\mathbb{K}\{\mathbb{A}\}$, and $H$ be a Gröbner basis for $(S \cup F)$ with respect to $<_{\prec_X}$. Moreover, let $H_1 := H \cap (S)$ and $G_1 := H \cap H_1$. Select $g$ from HMT$_{\prec_X}(G_1)$, and set $r := 1/\text{lc}_{\prec_X}(g)$ (r is a new variable) and $g' := \text{lp}_{\prec_X}(g) + r(\text{g} - \text{im}_{\prec_X}(g))$. Suppose that $G_2 := (G_1 \setminus \{g\}) \cup \{g'\} \subseteq \mathbb{K}\{r, \mathbb{A}\}[X]$, and $G_3$ is a Gröbner basis of $(G_2 \cup S)$ with respect to $<_{\prec_X}$ in $\mathbb{K}\{r, \mathbb{A}\}[X]$. Then for any $\alpha \in (S) \setminus (\text{lp}_{\prec_X}(g) \cup \text{lv}(\text{LCM}(h_1, \ldots, h_s)))$, $\sigma_\alpha(G_2)$ is a Gröbner basis for $(\sigma_\alpha(F))$ w.r.t. $<_{\prec_X}$ in $\mathbb{L}[X]$ ($\sigma_\alpha(g)$ means substituting 1 for the variable $r$ of $q$. LCM(h) is the least common multiple of $h$).

If we apply Theorem 1 directly, then we need an additional variable ‘r.’ As the author noticed in [17], this approach may give rise to time-consuming Gröbner basis computation. In Theorem 1, however, if we select a monomial as $g$ from HMT$_{\prec_X}(G_1)$, then we do not need an additional variable $r$. We apply this selection for our algorithm for computing CGS.

**Theorem 2** ([11]) Let $I$ be an ideal in $\mathbb{K}\{\mathbb{A}\}[X]$, and let $G = \{g_1, \ldots, g_s\}$ be a Gröbner basis of $I$ with respect to $<_{\prec_X}$. We assume that the $g_i$s are ordered in such a way that $g_1, \ldots, g_s \notin \mathbb{K}\{\mathbb{A}\}$ (for $1 \leq r \leq s$) and $g_1, \ldots, g_s \in \mathbb{K}\{\mathbb{A}\}$, and let $G' = \{g_1, \ldots, g_s\}$. If a specialization $\sigma$ satisfies that $\sigma(g_1) = \cdots = \sigma(g_s) = 0$ and HMT$_{\prec_X}(G) = \text{MHT}_{\prec_X}(\sigma(G))$, then $\sigma(G')$ is a Gröbner basis for $(\sigma(I))$ with respect to $<_{\prec_X}$ in $\mathbb{L}[X]$.

In Theorem 2, for given Gröbner bases $G$ and $G'$, we next consider what condition of $\sigma$ satisfies. First, we give a notation for explaining a solution of the question. We write

$$
g_i = a_{i_1}X^{\alpha_{i_1}} + a_{i_2}X^{\alpha_{i_2}} + \cdots + a_{i_k}X^{\alpha_{i_k}}, \quad (a_{i_j} \in \mathbb{K}\{\mathbb{A}\}, \text{pp}_{\prec_X}(X) )$$

for $g_i \in G' = \{g_1, \ldots, g_s\}$, and terms in $g_i$ are ordered in descending with respect to $<_{\prec_X}$, that is, $X^{\alpha_{i_1}} <_{\prec_X} \cdots <_{\prec_X} X^{\alpha_{i_k}} <_{\prec_X} X^{\alpha_{i_1}}$. Note that $\text{lp}_{\prec_X}(g_i) = X^{\alpha_{i_1}}$ and $\text{lc}_{\prec_X}(g_i) = a_{i_1}$. Next, we assume that the polynomials in $G'$ are ordered in such a way that HMT$_{\prec_X}(G') = \{\text{lp}_{\prec_X}(g_1), \ldots, \text{lp}_{\prec_X}(g_s)\}$ for $1 \leq k \leq r$. Thus, $\text{lp}_{\prec_X}(g_{i+1}), \ldots, \text{lp}_{\prec_X}(g_s)$ are divisible by some power products in HMT$_{\prec_X}(G')$. For $k + 1 \leq i \leq r$ and power product in $g_i$, let $X^{\alpha_{i+1}}$ be the highest term which is not divisible by some power products in HMT$_{\prec_X}(G')$ if it exists. Thus, $X^{\alpha_{i_1}}, \ldots, X^{\alpha_{i_k}}$ are divisible by some power products in HMT$_{\prec_X}(G')$. Moreover, we also assume that the polynomials in $\{g_{i+1}, \ldots, g_s\}$ are ordered in such a way that $g_i$ has a power product which is not divisible by every polynomial in HMT$_{\prec_X}(G')$ for $k + 1 \leq i \leq r'$, and every power product in $g_j$ is divisible by some power products in HMT$_{\prec_X}(G')$ for $r' < j \leq r$. Under the notation and ordering rule given above, we give a condition of $\sigma$. 
Proposition 1 ([11]) Let $I$ be an ideal in $K[A][X]$, and $G = \{g_1, \ldots, g_t\}$ a Gröbner basis of $I$ with respect to $\prec_X$. We assume that $g_i$s are ordered and written in the given rule $g_1, \ldots, g_t \not\in K[A]$ and $g_{t+1}, \ldots, g_s \in K[A]$, and let $G' = \{g_1, \ldots, g_t, a\}$. Then for all 

$$a \in \forall(g_{r+1}, \ldots, g_s)((\forall(a_{l_1,1} \cdots a_{k,1}) \cup \forall(a_{k+1,1}, \ldots, a_{k+1,u_{k-1}}) \cup \cdots \cup \forall(a_{r-1,1}, \ldots, a_{r-1,0})), \quad \sigma_a(G')$$

is a Gröbner basis of $(\sigma_a(I))$ with respect to $\prec_X$ in $L[X]$.

Remark: If we apply original Suzuki-Sato’s criterion [25] to the set $G'$, then we obtain $\forall(g_{r+1}, \ldots, g_s) \setminus \forall(a_{l_1,1} \cdots a_{k,1} : a_{k+1,1} \cdots a_{k+1},1).$ Obviously, $\forall(a_{l,1} \cdots a_{k,1} : a_{k+1,1} \cdots a_{r,1}) = \forall(a_{l,1} \cdots a_{k,1}) \cup \forall(a_{k+1,1}, \ldots, \forall(a_{r-1,1}, \ldots, a_{r-1,0})).$ We know that $\forall(a_{k+1,1}) = \forall(a_{k+1,1}, \ldots, a_{k+1,u_{k-1}}) \cup \cdots \forall(a_{r-1,1}, \ldots, a_{r-1,0})).$ That is, the condition of Proposition 1 is stronger than Suzuki-Sato’s one.

Proposition 1 leads to the following algorithm which outputs the condition of parameters $(\forall(a_{l,1} \cdots a_{k,1}) \cup \forall(a_{k+1,1}, \ldots, a_{k+1,u_{k-1}}) \cup \cdots \forall(a_{r-1,1}, \ldots, a_{r-1,0})).$ and a set of polynomial $G'$.

Algorithm Kurata

Specification: Kurata($G, \prec$)

Input: $G$: a Gröbner basis, $\prec$: a term order.


begin

$L \leftarrow \emptyset$; $MH \leftarrow MHT\prec(G)$; $B \leftarrow G \setminus MH$; $G' \leftarrow MH$

while $B \neq \emptyset$ do

Select $g$ from $B$; $B \leftarrow B \setminus \{g\}$; $D \leftarrow \emptyset$; $g' \leftarrow g$

while $g \neq \emptyset$ do

if $\exists f \in MH$ s.t. $\text{lpp}_{\prec}(f) | \text{lpp}_{\prec}(g)$ then

$D \leftarrow D \cup \text{lcp}_{\prec}(g)$; $g \leftarrow g - \text{lcp}_{\prec}(g)$

else

$A \leftarrow 1$; $G' \leftarrow G' \cup \{g'\}$

break-while

end-if

$A \leftarrow 0$

end-while

if $A = 1$ then

$L \leftarrow L \cup D$

end-if

end-while

$H \leftarrow [\text{lcp}_{\prec}(h) | \forall h \in MH]$

return [$L, H, G'$]

end

We apply Theorem 1 with the selecting monomial strategy and Proposition 1 to our algorithm for computing CGS. In the next subsection, we give some basic manipulations for an efficient CGS implementation.

3.2 Supports

In this subsection, we introduce a key tool of our algorithm for computing CGS, and some computational algorithms. An algorithm based on CGS often yields many superfluous segments, so that it gives rise to computational difficulties if we do not apply optimizations. In order to avoid these difficulties, we have to reduce useless segments, which appear during a computation, by treating their parameter spaces carefully.

In [17, 25], a parameter space was merely defined as $\forall(T) \setminus \forall(S)$ where $T, S$ are sets of polynomials. Even if $\forall(T) \setminus \forall(S) = \emptyset$, their algorithms [17, 25] do not care this emptiness. Here we introduce ‘supports’ for parameter spaces, because we can reduce useless segments and unnecessary computation by checking supports.
**Definition 2 (Support)** Let $T$ and $S$ be finite sets of polynomials in $K[A]$ such that $\forall(T) \supseteq \forall(S)$. Then $\forall(T) \setminus \forall(S)$ is called a **support**. If $\forall(S) = \forall(T) = 1$, then $\forall(T)$ is also called a support.

During a CGS computation, we need to check whether a support $\forall(T) \setminus \forall(S)$ satisfies $\forall(T) \setminus \forall(S) = \emptyset$ or not. The next algorithm tells us how to check whether a support is an empty set or not.

**Algorithm SupportsIsZERO**

**Specification:** SupportsIsZERO($P$)

*Check whether a support $P$ satisfies $P = \emptyset$ or not.*

**Input:** $P$: a support.

**Output:** return 1 if $P = \emptyset$, return 0 otherwise.

**begin**

$\forall(S) \setminus \forall(T) \leftarrow P$

if $\forall(S) = \forall(T)$ then

return 1

else

return 0

end-if

In order to trim redundant branches during a CGS computation, we need three algorithms for supports. One algorithm is **Intersection** for computing the intersection of two supports as follows:

Let $p_1 = \forall(t_1) \setminus \forall(s_1)$ and $p_2 = \forall(t_2) \setminus \forall(s_2)$ be supports where $t_1, t_2, s_1, s_2$ are finite sets of $K[A]$, and $\forall(s_1), \forall(s_2) \neq \forall(1)$. Then we perform the following computation:

$p_1 \cap p_2 = (\forall(t_1) \setminus \forall(s_1)) \cap (\forall(t_2) \setminus \forall(s_2))$

$= (\forall(t_1) \cap \forall(t_2)) \setminus (\forall(s_1) \cup \forall(s_2))$

$= \forall(t_1 \cup t_2) \setminus (\forall(s_1) \cap \forall(s_2)) \cup \forall(s_2) \cap \forall(t_1))$

$= \forall(t_1 \cup t_2) \setminus \forall(\text{Prod}(s_1 \cup t_2, s_2 \cup t_1))$.

where $\text{Prod}(s, t) := \{f \cdot g | f \in s, g \in t\}$. The last term $\forall(t_1 \cup t_2) \setminus \forall(\text{Prod}(s_1 \cup t_2, s_2 \cup t_1))$ is also a support\(^1\). In this paper, the next algorithm **Intersection** outputs the intersection of two supports, based on the computations above and **SupportsIsZERO**.

**Algorithm Intersection**

**Specification:** Intersection($P, Q$)

*Compute $P \cap Q$.*

**Input:** $P, Q$: supports.

**Output:** return $P \cap Q$ if it is not the empty, return 0 otherwise.

**begin**

$\forall(t_1) \setminus \forall(s_1) \leftarrow P$

$\forall(t_2) \setminus \forall(s_2) \leftarrow Q$

$A \leftarrow \text{SupportsZERO} (\forall(t_1 \cup t_2) \setminus \forall(\text{Prod}(s_1 \cup t_2, s_2 \cup t_1)))$

if $A = 1$ then

return 0

else

return $\forall(t_1 \cup t_2) \setminus \forall(\text{Prod}(s_1 \cup t_2, s_2 \cup t_1))$

end-if

end

The second algorithm is the following:

During a CGS computation, we need to check whether a given parameter space is in a set of parameter spaces already computed. If so, we do not need to compute a CGS on the parameter space. We implement this procedure as follows:

\(^1\) If $\forall(s_1)$ or $\forall(s_2)$ is $\forall(1)$, then we need another procedure of the computation. It is not, however, difficult to implement it.
Algorithm Check_space
Specification: Check_space(Q, SP)
Check whether Q is in SP or not.
Input: Q: a support, SP: a set of supports,
Output: return 1 if Q is in SP, return 0 otherwise.
begin
while SP ≠ Ø then
  Select P from SP; SP ← SP \ {P}
  A ← Intersection(P, Q)
  if A = Q then
    return 1
  end-if
end-while
return 0
end

The third algorithm is the following:

If we compute a CGS with ‘equal (≠ 0)’ or ‘not-equal (≠ 0)’ conditions, we first transform this condition into a support for our CGS computation. We next compute a CGS on this support as follows:

Algorithm Make_supp
Specification: Make_supp(T, S)
Transform \( V(T) \setminus V(S) \) into a support.
Input: T, S: a set of polynomials,
Output: return 0 if \( V(T) \setminus V(S) \) is an empty, return \( V(T) \setminus V(T \cup S) \), otherwise.
begin
if SupportIsZERO(\( V(T) \setminus V(T \cup S) \))=1 then
  return 0
else
  return \( V(T) \setminus V(T \cup S) \)
end

We give a simple example of Make_supp. If ‘equal (≠ 0)’ and ‘not-equal (≠ 0)’ conditions are \( \{a = 0, b(b - 2) \neq 0\} \), then the algorithm Make_supp outputs \( V(a) \setminus V(a, b(b - 2)) \) as a support.

All the algorithms in this subsection are essential for our CGS algorithm in the next subsection.

3.3 Main Algorithm

Here we give a new algorithm for computing CGS which is efficient for our problems, electric and neural circuits. We assume that the algorithm factorize(h) outputs a set of all irreducible factors of h in \( K[A] \), where h ∈ \( K[A] \).

Algorithm newCGS
Specification: newCGS(F, T, S, <)
Compute a CGS on \( V(T) \setminus V(S) \).
Input: F: a set of polynomials in \( K[A][X] \), <: a term order,
  T: a set of polynomials in \( K[A] \) (‘equal (= 0)’ conditions),
  S: a set of polynomials in \( K[A] \) (‘not-equal (≠ 0)’ conditions),
Output: a CGS on \( V(T) \setminus V(S) \) w.r.t <.
begin
Consider that ‘SPACE’ is a global variable.
SPACE ← Ø
\( V(T) \setminus V(S) \) ← Make_supp(T, S)
return CGS_main(F, T, S, <)
end
Algorithm CGS_main

**Specification:** CGS_main\(F, T, S, <\)

Compute a CGS on \(\overline{\overline{V(T)}} \setminus \overline{\overline{V(S)}}\).

**Input:** \(F\): a set of polynomials in \(K[\mathbf{A}][\mathbf{X}]\), \(\overline{\overline{V(T)}} \setminus \overline{\overline{V(S)}}\): a support, \(<\): a term order.

**Output:** a CGS on \(\overline{\overline{V(T)}} \setminus \overline{\overline{V(S)}}\).

**begin**

1: \(G_1 \leftarrow \) Compute the reduced Gröbner basis for \(\langle F \cup T \rangle\) w.r.t. \(<_{\mathbf{A}, \mathbf{X}}\) in \(K[\mathbf{A}, \mathbf{X}]\)

2: \(G_2 \leftarrow G_1 \setminus (G_1 \cap (T))\)

3: MH \(\leftarrow\) MHT\(_{(G_2)}\)

4: \(M_0 \leftarrow \{ f \in MH \mid \exists g \text{ s.t. } \text{lpp}_c(f) | \text{lpp}_c(g), \text{ f is a monomial.}\}\)

5: if \(M_0 \neq \emptyset\) then

6: \(\text{while } M_0 \neq \emptyset \text{ do}\)

7: \(\text{Select } p \text{ from } M_0\)

8: \(\overline{\overline{V(T_1)}} \setminus \overline{\overline{V(S_1)}} \leftarrow \text{Intersection}(\overline{\overline{V(T)}} \setminus \overline{\overline{V(S)}}, \overline{\overline{V(0)}} \setminus \overline{\overline{V(lc_c(p))}}\))

9: if SupportIsZERO\((\overline{\overline{V(T_1)}} \setminus \overline{\overline{V(S_1)}}) \neq \emptyset\) then

10: \(G_2 \leftarrow (G_2 \setminus \{p\}) \cup \{\text{lpp}_c(p)\}; U \leftarrow \text{factorize}(\text{lcp}_c(p))\)

11: \(\text{ALL } \leftarrow \text{CGS_main}(G_2, T_1, S_1, <)\)

12: \(\text{break-while}\)

13: end-if

14: \(M_0 \leftarrow M_0 \setminus \{p\}\)

15: end-while

16: if \(M_0 \neq \emptyset\) then

17: \(\text{while } U \neq \emptyset \text{ do}\)

18: \(\text{Select } a \text{ from } U; U \leftarrow U \setminus \{a\}\)

19: \(\overline{\overline{V(T_2)}} \setminus \overline{\overline{V(S_2)}} \leftarrow \text{Intersection}(\overline{\overline{V(T)}} \setminus \overline{\overline{V(S)}}, \overline{\overline{V(a)}} \setminus \overline{\overline{V(1)}})\)

20: if SupportIsZERO\((\overline{\overline{V(T_2)}} \setminus \overline{\overline{V(S_2)}}) \neq \emptyset\) then

21: \(\text{ALL } \leftarrow \text{ALL } \cup \text{CGS_main}(F, T_2, S_2, <)\)

22: end-if

23: end-while

24: end-if

25: return ALL

26: else

27: \([L, H, G'] \leftarrow \text{Kurata}(G_2, <)\)

28: \([A_1, A_2] \leftarrow \text{make_segment}(L, H, G')\)

29: if \(A_1 \neq 1\) then

30: \(\text{SPACE } \leftarrow \text{SPACE } \cup \{A_1\}\)

31: \(\text{ALL } \leftarrow \{(A_1, A_2)\}\)

32: else

33: \(\text{ALL } \leftarrow \emptyset\)

34: end-if

35: \(\text{CU } \leftarrow H \cup L\)

36: while \(\text{CU } \neq \emptyset\) do

37: \(\text{Select } C_1 \text{ from } \text{CU}; \text{ CU } \leftarrow \text{CU } \setminus \{C_1\}\)

38: \(\overline{\overline{V(T_2)}} \setminus \overline{\overline{V(S_2)}} \leftarrow \text{Intersection}(\overline{\overline{V(T)}} \setminus \overline{\overline{V(S)}}, \overline{\overline{V(C_1)}} \setminus \overline{\overline{V(1)}})\)

39: if SupportIsZERO\((\overline{\overline{V(T_2)}} \setminus \overline{\overline{V(S_2)}) = 0\} then

40: if \(\text{Check_space}(\overline{\overline{V(T_2)}} \setminus \overline{\overline{V(S_2)}) = 0\} then

41: \(\text{ALL } \leftarrow \text{ALL } \cup \text{CGS_main}(F, T_2, S_2, <)\)

42: end-if

43: end-if

44: end-while

45: return ALL

46: end-if

end
Subalgorithm Make_segment

Specification: Make_segment(L,H,G',∀(T) \ ∀(S))

Create a segment.

Input: L,a set of sets of polynomials in \( K[A] \), \( H \) : a set of polynomials, 
\( G' \) : a set of polynomials in \( K[A][X] \).

Output: a segment (TS : a support, \( G' \) : a set of polynomials).

begin
\( \{h_1, \ldots, h_l\} \leftarrow \{\text{lc}_e(h)\mid h \in H\} \)
TS \leftarrow \text{Intersection}(\forall(T) \setminus \forall(S), \forall(0) \setminus \forall(h_1 \cdots h_l))
if \text{SupportsZERO}(TS) = 0 then
\( E \leftarrow 0 \)
while \( L \neq \emptyset \) do
Select \( L_1 \) from \( L \); \( L \leftarrow L \setminus \{L_1\} \)
TS \leftarrow \text{Intersection}(TS, \forall(0) \setminus \forall(L_1))
if \text{SupportsZERO}(TS) = 1 then
\( E \leftarrow 1 \)
end-if
end-while
if \( E = 0 \) then
return \([TS, G']\)
else
return \([1, 0]\)
end-if
else
return \([1, 0]\)
end-if
end

The algorithm newCGS always terminates, and outputs a CGS of \( (F) \) on \( \forall(T) \setminus \forall(S) \). Since these proofs are essentially the same as the proofs of \([17, 25]\), we do not give the proofs (See \([17, 25]\)).

A big advantage of newCGS is that we can input ‘not-equal (\( \neq 0 \))’ and ‘equal (\( = 0 \))’ conditions. As these conditions trim redundant branches in lines 8, 19, 40 during CGS computation, the algorithm runs efficiently.

If there exist many parameters, then this approach is useful to obtain CGS. In fact, this approach is suitable for our problems, electric and neural circuits. If we input \([0] \) as \( T \), and \([1] \) as \( S \) (i.e., \( \forall(0) \setminus \forall(1) = L'' \)), then we are able to obtain a normal CGS on the whole parameter space, too.

The algorithm newCGS has been implemented on the computer algebra system, Risa/Asir \([20]\). We give a simple example how our implementation outputs. Let \( \{ax^2y + bx + 3, (b - 2)xy + bx + 5\} \) be a set of polynomials in \( \mathbb{C}[x, y] \), \( x, y \) be variable, and \( a, b \) be parameters. The term order is the lexicographic such that \( y <_l x \). If we assume ‘not-equal’ conditions: \( a \neq 0 \land b \neq 0 \) (i.e., \( ab \neq 0 \)), then our implementation outputs the following \( G_1 \) as a CGS on \( \mathbb{C}^2 \setminus \forall(ab) \).

\[
G_1 = \left\{ \begin{align*}
\forall(b - 2) &\setminus \forall(a, b - 2), [25ay - 8, 2x + 5], \\
\forall((b^2 - 2b)a), &\{-5ayx + (3b - 6)y - 2b, (3b^2 - 12b + 12)y^2 + (25a + b - 2)yx - 2b^2, 5bax + (3b^2 - 12b + 12)y + 25a - 2b^2 + 4b)\}.
\end{align*} \right. 
\]

\( G_1 \) has two segments. Our implementation also outputs a CGS on the whole parameter space (i.e., \( \mathbb{C}^3 \)) as follows:

\[
\left\{ \begin{align*}
\forall(b) &\setminus \forall(a, b), [12y + 25a, 5ax + 6]), \\
\forall(b - 2) &\setminus \forall(a, b - 2), [25ay - 8, 2x + 5]), \\
\forall(a, b), &\{1\}, \\
\forall(a, b - 2), &\{1\}, \\
\forall((b^2 - 2b)a), &\{(3b - 6)y - 2b, bx + 3)\}, \\
\forall((b^2 - 2b)a), &\{-5ayx + (3b - 6)y - 2b, (3b^2 - 12b + 12)y^2 + (25a + b - 2)yx - 2b^2, 5bax + (3b^2 - 12b + 12)y + 25a - 2b^2 + 4b)\}.
\end{align*} \right. 
\]
In this subsection, we compare our implementations newCGS with other implementations: the Maple-implementation\(^2\) by Montes [14], the Risa/Asir-implementation based on pure Suzuki-Sato algorithm [25] by Nabeshima, and the Risa/Asir-implementation\(^3\) based on [17] by Nabeshima. Five problems \(S_1, S_2, S_3, S_4, \) and \(S_5\) are the followings. All measures are taken on a PC [CPU: Pentium 1.73 GHZ, Memory 2GB RAM, OS: Windows XP]. Note that NabeCGS has a normal strategy presented in [17] and that NabeCGS\(\{s \in \mathbb{N}\}\) means the selection strategy presented in [17]. Let \(X, Y, Z, S, X_1, X_2, Y_1, Y_2\) be variables, and \(a, b, c\) be parameters. The term order is fixed at the lexicographic such that \(S < Z < Y < X\) or \(S < Y_2 < Y_1 < X_2 < X_1\).

\[
S_1: \quad [X^5 - a, Y^6 - b, X + Y - Z]
\]

\[
S_2: \quad [P, Q, (X_1 - X_2)^2 + (Y_1 - Y_2)^2 - S - \frac{\partial P}{\partial X} \frac{\partial Q}{\partial Y} - \frac{\partial P}{\partial Y} \frac{\partial Q}{\partial X} \frac{\partial P}{\partial X} (Y_1 - Y_2) - \frac{\partial P}{\partial X} (X_1 - X_2)] \text{ with } P = aX_1^2 + bY_1 \text{ and } Q = cY_2^2 + dX_2.
\]

\[
S_3: \quad \text{The same polynomial set as } S_2 \text{ with } P = X_1^2 + Y_1^2 + a \text{ and } Q = Y_2^2 - bX_1^2 + c.
\]

\[
S_4: \quad [P - Z, X^2 + Y^2 + Z^2 - S, X + \frac{\partial P}{\partial Y} Z, Y + \frac{\partial P}{\partial X} Z] \text{ with } P = (X - a)^2 + bY^2 + c.
\]

\[
S_5: \quad \text{The same polynomial set as } S_4 \text{ with } P = (X - a)^2 + bY^2 + a^2 - b.
\]

Table 1 shows that our implementation is more efficient than other ones for computing CGS. Specially, our implementation outputted small numbers of segments, because of trimming redundant branches.

\(^2\) http://www-ma2.upc.edu/~montes/
\(^3\) http://www.math.sci.osaka-u.ac.jp/~nabeshima/PGB/

<table>
<thead>
<tr>
<th>Problem</th>
<th>Algorithm</th>
<th>CA system</th>
<th>No. of segments</th>
<th>CPU time (sec.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S_1)</td>
<td>newCGS</td>
<td>Risa/Asir</td>
<td>6</td>
<td>25.17</td>
</tr>
<tr>
<td>&amp;</td>
<td>Suzuki-Sato</td>
<td>Risa/Asir</td>
<td>36</td>
<td>34.72</td>
</tr>
<tr>
<td>&amp;</td>
<td>Montes</td>
<td>Maple 9.5</td>
<td>–</td>
<td>&gt; 30 min</td>
</tr>
<tr>
<td>&amp;</td>
<td>NabeCGS</td>
<td>Risa/Asir</td>
<td>–</td>
<td>&gt; 30 min</td>
</tr>
<tr>
<td>&amp;</td>
<td>NabeCGS[1]</td>
<td>Risa/Asir</td>
<td>36</td>
<td>746.4</td>
</tr>
<tr>
<td>(S_2)</td>
<td>newCGS</td>
<td>Risa/Asir</td>
<td>7</td>
<td>0.203</td>
</tr>
<tr>
<td>&amp;</td>
<td>Suzuki-Sato</td>
<td>Risa/Asir</td>
<td>16</td>
<td>0.281</td>
</tr>
<tr>
<td>&amp;</td>
<td>Montes</td>
<td>Maple 9.5</td>
<td>14</td>
<td>12.125</td>
</tr>
<tr>
<td>&amp;</td>
<td>NabeCGS</td>
<td>Risa/Asir</td>
<td>16</td>
<td>1.687</td>
</tr>
<tr>
<td>&amp;</td>
<td>NabeCGS[1]</td>
<td>Risa/Asir</td>
<td>16</td>
<td>0.328</td>
</tr>
<tr>
<td>&amp;</td>
<td>NabeCGS[2]</td>
<td>Risa/Asir</td>
<td>16</td>
<td>0.36</td>
</tr>
<tr>
<td>(S_3)</td>
<td>newCGS</td>
<td>Risa/Asir</td>
<td>25</td>
<td>0.117</td>
</tr>
<tr>
<td>&amp;</td>
<td>Suzuki-Sato</td>
<td>Risa/Asir</td>
<td>25</td>
<td>0.147</td>
</tr>
<tr>
<td>&amp;</td>
<td>Montes</td>
<td>Maple 9.5</td>
<td>–</td>
<td>&gt; 30 min</td>
</tr>
<tr>
<td>&amp;</td>
<td>NabeCGS</td>
<td>Risa/Asir</td>
<td>–</td>
<td>&gt; 30 min</td>
</tr>
<tr>
<td>&amp;</td>
<td>NabeCGS[1]</td>
<td>Risa/Asir</td>
<td>27</td>
<td>7.968</td>
</tr>
<tr>
<td>(S_4)</td>
<td>newCGS</td>
<td>Risa/Asir</td>
<td>27</td>
<td>33.2</td>
</tr>
<tr>
<td>&amp;</td>
<td>Suzuki-Sato</td>
<td>Risa/Asir</td>
<td>55</td>
<td>52.39</td>
</tr>
<tr>
<td>&amp;</td>
<td>Montes</td>
<td>Maple 9.5</td>
<td>–</td>
<td>&gt; 30 min</td>
</tr>
<tr>
<td>&amp;</td>
<td>NabeCGS</td>
<td>Risa/Asir</td>
<td>–</td>
<td>&gt; 30 min</td>
</tr>
<tr>
<td>&amp;</td>
<td>NabeCGS[1]</td>
<td>Risa/Asir</td>
<td>–</td>
<td>&gt; 30 min</td>
</tr>
<tr>
<td>(S_5)</td>
<td>newCGS</td>
<td>Risa/Asir</td>
<td>16</td>
<td>27.44</td>
</tr>
<tr>
<td>&amp;</td>
<td>Suzuki-Sato</td>
<td>Risa/Asir</td>
<td>–</td>
<td>&gt; 30 min</td>
</tr>
<tr>
<td>&amp;</td>
<td>Montes</td>
<td>Maple 9.5</td>
<td>–</td>
<td>&gt; 30 min</td>
</tr>
<tr>
<td>&amp;</td>
<td>NabeCGS</td>
<td>Risa/Asir</td>
<td>–</td>
<td>&gt; 30 min</td>
</tr>
<tr>
<td>&amp;</td>
<td>NabeCGS[1]</td>
<td>Risa/Asir</td>
<td>38</td>
<td>17.88</td>
</tr>
</tbody>
</table>

Table 1 Comparisons of our implementation with other ones. ‘newCGS’ is our implementation in this paper.

This output has six segments.
4 Solving problems

We have to convert Formula (1) in §2 into a set of polynomials to which we can apply CGS. For this purpose, first, we substitute $V_i(t) = v_{i1}\sin(\omega t) + v_{i2}\cos(\omega t)$ into Formula (1). Next, we calculate a set of coefficients w.r.t. $\sin(\omega t)$ and $\cos(\omega t)$. This is a set of polynomials over $\mathbb{Q}[p, v_{i1}, v_{i2}] (i \geq 1)$. Last, in the next sub-section, we show CGS where ‘equal’ and ‘not-equal’ conditions are considered as mentioned in §1.

In this section, we used a workstation with Intel® Xeon® W5590 CPU 3.33 GHz processor.

4.1 Example 1: Basic electric circuit

An electric circuit is illustrated in Fig. 1. The dynamics of this circuit can be described as the following equation:

$$RI(t) + L \frac{dI(t)}{dt} + \frac{1}{C} \int I(t)dt = e \sin(\omega t),$$ (2)

where $I(t)$ denotes a current, and $E(t) = e \sin(\omega t)$ denotes a sine-wave alternating voltage source. As above-mentioned, to convert Formula (2) into a set of polynomials, we substituted $I(t)$ with $x \sin(\omega t) + y \cos(\omega t)$. Then we obtained a set of coefficients w.r.t. $\sin(\omega t)$ and $\cos(\omega t)$:

$$\{ -x + RC\omega y + L\omega^2 Cx, -L\omega^2 Cy + RC\omega x + y - eC\omega \}$$ (3)

In addition to the above set, we considered also $x^2 + y^2 - a_m^2$, where $a_m$ corresponds to the amplitude of $I(t)$ based on [21]. Therefore, for this electric circuit, we had to compute a CGS of the following set of polynomials,

$$\{ -x + RC\omega y + L\omega^2 Cx, -L\omega^2 Cy + RC\omega x + y - eC\omega, x^2 + y^2 - a_m^2 \}.$$ (4)

We applied our implemented CGS to the set (4) with parameters: $[e, C, R, L, \omega]$ and variables: $[x, y, a_m]$ on the computer algebra system, Risa/Asir (Ver. 20090215), which yielded the result as shown in Table 2 (a). With ‘not-equal’ conditions of $e, C, R, L, \omega$, this calculation took around 0.6 sec.

To compare with our implemented CGS, we also applied the same set to a CGS which was implemented by Suzuki and Sato [25]. Over MAPLE 11.02 and with parameters: $[e, C, R, L, \omega]$ and variables: $[x, y, a_m]$, it yielded eight segments as shown in Table 2 (b). This calculation took around 0.06 sec. Considering the ‘not-equal’ conditions, only case 4) $-1 + L\omega^2 C = 0, (Re) \neq 0$ in Table 2 (b) is reasonable, which is consistent with case 3) $\forall (LC\omega^2 - 1) \setminus \forall (LC\omega^2 - 1, eR)$ in Table 2 (a).

4.2 Example 2: Neural Circuits

Another promising application of our implemented CGS is analysis of neural circuits. In fact, neural circuits can be described as an electric circuits [4]. Here we analyze a branching and ladder-like neural circuits [7] with an input impulse as illustrated in Fig. 2.

\footnote{http://kurt.scitec.kobe-u.ac.jp/~sakira/CGBusingGB/}
(b) Segment | Gröbner basis
---|---
1) \( V(0) \setminus \{ V(L^2C\omega^2 + L^3C^2R\omega_x^2 - 3L^3C^2R\omega_x^2 - \cdots \} \) | \([L^2C\omega^2 + \cdots, \cdot, \cdot] \)
2) \( V(L^2C\omega^2 + (C^2R^2 - 2LC\omega_x^2) \setminus \{ V(L\omega_x^2 - 1, R) \} \) | \([y, -Rx + e, ex - a_x^m] \)
3) \( V(L\omega_x^2 - 1) \setminus \{ V(L\omega_x^2 - 1, R) \} \) | \([y, -Rx + e, ex - a_x^m] \)

Table 2: Output of CGS. (a) By our implemented method. (b) By Suzuki-Sato algorithm [25].

4.2.1 Branching Neural Circuit

The system of differential equations that describes the branching neural circuit is the following:

\[
\begin{align*}
\frac{cdV_1(t)}{dt} &= -g_x V_1(t) + e \sin(\omega t) + g_12(V_2(t) - V_1(t)) + g_13(V_3(t) - V_1(t)), \\
\frac{cdV_2(t)}{dt} &= -g_23 V_2(t) + g_21(V_1(t) - V_3(t)), \\
\frac{cdV_3(t)}{dt} &= -g_32 V_3(t) + g_31(V_1(t) - V_3(t)),
\end{align*}
\]

(5)

where \( c_m \) and \( V_i(t) \) denote membrane capacitance and potential of neuron \( i \) (More exactly, one has to say 'component \( i \)'). In this example, we use multi-compartment model [4, 8, 4]. The parameter \( g_{ij} \) designates the resistive coupling from \( i \) to \( j \). \( g_i V_i(t) \) is a simple form of the membrane current of neuron \( i \) and \( e \sin(\omega t) \) is an input impulse into neuron 1. To convert Formula (5) into a set of polynomials, we substituted \( V_i(t) \) with \( x_i \sin(\omega t) + y_i \cos(\omega t) \), and obtained a set of coefficients w.r.t. \( \sin(\omega t) \) and \( \cos(\omega t) \):

\[
\begin{align*}
\{ \ c_m x_1 \omega &- g_11 y_1 + g_12 y_3 + g_13 y_1 - g_21 y_3 + c_m x_3 + cy_3 \omega - g_13 x_3, \\
&- g_23 y_2 + g_21 x_2, \\
&- g_32 y_3 + g_31 x_1 + g_13 y_1. \\
\end{align*}
\]

As mentioned in the electric circuit, in addition to the above set, we consider also \((x_2 + x_3)^2 + (y_2 + y_3)^2 - 4a_x^2 \), where \( a_m \) represents the averaged amplitude of sum of neurons 2 and 3.

We applied our CGS to the set (6) \( \{ (x_2 + x_3)^2 + (y_2 + y_3)^2 - 4a_x^2 \} \) with eight parameters: \([w, e, c, g_{12}, g_{13}, g_{21}, g_{31}] \), seven variables: \([a_m, y_1, y_2, x_1, x_2, x_3] \), and 'not-equal' conditions: \( \omega \neq 0 \wedge e \neq 0 \wedge a_m \neq 0 \wedge g_{12} \neq 0 \wedge g_{13} \neq 0 \wedge g_{21} \neq 0 \wedge g_{31} \neq 0 \). This calculation took around 1000 sec. The output of the CGS had 14 segments, one of which we found biologically-meaningful. This parameter space was \( \forall(g_{31} - g_{21}) \setminus \forall(...) \), which means that some characteristic phenomenon occurs when the resistive coupling of neuron 2 to 1 is equal to that of 3 to 1. The CGS by Suzuki-Sato consumed 8GB memory and halted without an output in three days.

4.2.2 Ladder-like Neural Circuit

In the same manner as the branching neural circuits, we obtained a set of polynomials with respect to the ladder-like neural circuit:

\[
\begin{align*}
\{ \ c_m x_1 \omega &- g_11 y_1 - g_12 y_2 + g_13 y_1 + g_13 y_3, \\
&+ g_12 x_2 - g_11 x_2, \\
&- g_23 x_2, \\
&- g_32 y_2 + g_31 y_1, \\
&- g_23 y_3 + g_31 x_2 + g_13 y_3, \\
&- g_32 x_3 + g_31 y_3 \}
\]

(7)
where, in the last element, $x_i^2 + y_i^2 - a_m^2$, $a_m$ represents the amplitude of neuron 4.

We applied our CGS to the set (7) with 12 parameters: \{$\omega, e, c_m, g_i, g_{12}, g_{13}, g_{24}, g_{23}, g_{21}, g_{43}, g_{31}, g_{34}$\} and 9 variables: \{\$a_m, y_4, y_3, y_2, y_1, x_4, x_3, x_2, x_1\}. In this circuit, for simplicity, we set ‘equal’ conditions: $g_{13} = g_{11} = g_{12} \land g_{34} = g_{24} = g_{42}$ together with ‘not-equal’ conditions: $\omega \neq 0 \land c_m \neq 0 \land g_l \neq 0 \land g_{12} \neq 0 \land g_{24} \neq 0$ during CGS calculation. It took around 845 min and output 8 segments whose parameter spaces were of the form: $V(x, y, z, t) = 0$, revealing that each of the variables: $y_1, y_2, y_3, y_4, x_1, x_2, x_3, x_4$ can be described as a function of the parameters: $\omega, c_m, e, g_{12}, g_{13}, g_{21}$, $g_{43}, g_{31}, g_{34}$.

The derivation of the sets (4), (6), (7) is given in http://sites.google.com/site/neuropoke/.

5 Discussion

In the basic electric circuit, through our CGS, we have found a resonant condition, $\omega = 1/\sqrt{LC}$ indicated by segment 3) $\mathcal{V}(LC\omega^2 - 1) \setminus \mathcal{V}(LC\omega^2 - 1, eR)$ in Table 2 (a). Further, in this segment, a Gröbner basis in terms of lexigraphical term order, $a_m < y < x$ is calculated as $a_x^2 R^2 - e^2, y, -Rx + e$, showing that the amplitude of $I(t)$, $a_m$ becomes $e/R$ under the resonant condition.

In the branching neural circuit, we obtained one acceptable segment, $g_{31} \rightarrow g_{21}$ under a biological assumption, $\omega > 0 \land e > 0 \land c_m > 0 \land g_{12} > 0 \land g_{13} > 0 \land g_l > 0 \land g_{21} > 0 \land g_{24} > 0 \land g_{31} > 0$. It should be noted that $g_{31} \rightarrow g_{21}$ is, of course, a simple term, but it is difficult to confirm by hand that the only term exists as a biologically-meaningful segment against 8 parameters. In this segment, we calculated a Gröbner basis in terms of lexigraphical term order, $a_m < y_3 < y_2 < y_1 < y_2 < y_3$, revealing that each of the variables: $y_3, y_2, y_1$ can be described as a function of the parameters: $\omega, c_m, e, g_{12}, g_{13}, g_{21}$, $g_{43}, g_{31}, g_{34}$. For example, $a$ can explicitly be described as follows: $a_m = e g_{31} / \sqrt{\omega^2 + c_m^2}$.\)
with \( F = g_{12}^2 + g_{13}^2 + g_{31}^2 + 2g_{31}g_{12} + g_{12}^2 + 2g_{13}(g_{31} + g_{12}) + 2g_{12}(g_{13} + g_{31}) + g_{31}^2 \). Thus, through our CGS, we have succeeded in deriving a relation of parameters, where the system has some characteristic. It was easy to find out these relations because only 14 segments exist as an output of CGS. The number of segments depends on the number of parameters under ‘not-equal’ conditions. Indeed, there exist 14, 28, 41, and 45 segments when 8, 4, 1, and 0 parameters are under ‘not-equal’ conditions, respectively, showing that many unnecessary segments will appear without a biological assumption, i.e., a positive-value condition.

Last, in the ladder-like neural circuit, we used the ‘equal’ conditions as well as the ‘not-equal’ conditions. We obtained 8 segments, only the last segment \((8): g_l - g_{31} + 3g_{34}\) of which is acceptable under a biological assumption \( \omega > 0 \land e > 0 \land c_m > 0 \land g_l > 0 \land g_{31} > 0 \land g_{34} > 0 \). These facts tell us a possibility that a ‘positive-value’ assumption during CGS calculation will reduce both of its calculation time and the number of segments. ‘Positive comprehensive Gröbner system’ is, therefore, a promising future work\(^5\).

\section*{6 Summary}

Here we have implemented a CGS to derive specific conditions with the ‘equal’ and ‘not-equal’ conditions considered. These conditions decrease the number of segments as an output of CGS, which enables us to find out a particular relation of parameters at ease. A close view of the obtained parameter spaces provided us with a future work, ‘positive CGS (pCGS).’
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