Application of the nonlinear Galerkin FEM method to the solution of the reaction diffusion equations

Jan Mach

Revised on November 5, 2011

Abstract. The article summarizes application of the nonlinear Galerkin method to the numerical solution of reaction-diffusion systems - the Gray-Scott model and simplified equation. The space discretization is performed by the finite-element method. For time integration we use the Runge-Kutta method with time step adaptivity. The computational results demonstrate properties of the method and the comparison with the finite difference method.
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1. INTRODUCTION

Consider the system of reaction-diffusion equations

$$\frac{\partial U}{\partial t} = D \Delta U + F(U),$$

where \(D \in \mathbb{R}^{d,d}\) denotes a positively definite diagonal matrix, \(F : \mathbb{R}^d \rightarrow \mathbb{R}^d\) is a Lipschitz continuous mapping, \(U(t,z)\) is a \(d\)-dimensional function of time \(t \geq 0\) and of space \(z \in \Omega \subset \mathbb{R}^n\). \(\Omega\) is a bounded space domain with piecewise smooth boundary. We consider the homogeneous Neumann boundary conditions

$$\frac{\partial U}{\partial \nu} = 0,$$

where \(\nu\) is the unit outward normal on \(\Omega\) and the initial condition

$$U|_{t=0} = U_0 \in H,$$

where \(H := L^2(\Omega, \mathbb{R}^d)\) is the Hilbert space with the scalar product

$$(U, V)_H = \sum_{i=1}^{d} (U_i, V_i)_H = \sum_{i=1}^{d} \int_{\Omega} U_i V_i,$$

and the space \(V := H^{(1)}(\Omega, \mathbb{R}^d)\) as a Hilbert space with the bilinear form

$$(U, V)_V = \sum_{i=1}^{d} \nabla U_i \cdot \nabla V_i,$$

where \(U = (U_1, \ldots, U_d), V = (V_1, \ldots, V_d)\).

The weak solution of the problem (1)-(3) on the time interval \((0, T)\) is a mapping \(U : (0, T) \rightarrow V\) such that it satisfies the following conditions:

$$\frac{d}{dt}(U, W) + (D U, W) = (F(U), W)$$

in \((0, T)\) \(\forall W \in V\),

$$U|_{t=0} = U_0.$$

The article is organized as follows. In section 2 we present the error estimate for a class of commonly used numerical schemes. The finite element nonlinear Galerkin scheme is derived in section 3. In section 4 we apply this method to the Gray-Scott reaction-diffusion system. In section 5 we present results of our numerical simulations for the Gray-Scott model and simplified equation with analytical solution. We compare numerical results by the nonlinear Galerkin approaches with those by the standard finite difference scheme. We performed quantitative comparison of numerical results, CPU time consumption comparison and computational efficiency measurement for tested numerical schemes.

2. CONVENTIONAL ERROR ESTIMATE

As a part of motivation, we derive the error estimate for one of the commonly used numerical schemes. Let \(U\) be the exact solution of the problem (1) - (3) in one spatial dimension. Consider the following numerical scheme based on the finite difference method,

$$\frac{d}{dt}U_h = DU_{h,x} + F(U_h).$$

Denote \(P_h\) the projector (restriction) on the numerical grid and define the approximation error \(\psi\) for the second derivative,

$$\psi_h = P_h D \partial^2_{xx} U - D(\partial_h U)_{xx}.$$
Denote \( \mathcal{Q}_h = \{j h | j = 0, \ldots, n\}, n \in \mathbb{N} \) the grid of points in \([0, L], h = \frac{L}{n} \). We use notation \( U^i_j \) for a component \( i \) of the solution vector \( U \) evaluated at numerical grid node \( j \). Then the backward and forward differences, respectively, are

\[
U^i_{j,x} = \frac{U^i_{j+1} - U^i_{j}}{h}
\]

and

\[
U^i_{j,x} = \frac{U^i_{j} - U^i_{j-1}}{h}.
\]

The second derivative is approximated by \((\partial^2_x U^i_j) \sim U^i_{j,x,x}\)

For vector grid functions \( U^i_h, V^i_h \) we denote scalar products

\[
(U^i_h, V^i_h)_h = \sum_{k=1}^{d} \sum_{m=1}^{n} h U^i_{h,k} V^i_{h,k},
\]

and corresponding norms

\[
\|U^i_h\|_h = \sqrt{(U^i_h, U^i_h)_h},
\]

\[
\|U^i_h\|_h = \sqrt{(U^i_h, U^i_h)_h}.
\]

Subtracting (1) from (8) on the numerical grid we get

\[
\frac{d}{dt} (U^i_h - \mathcal{P}_h U^i) = D(U^i_h - \mathcal{P}_h U^i)_{xx} + F(U^i_h) - \mathcal{P}_h F(U^i) - \psi_i.
\]

Multiplying by \( E = U^i_h - \mathcal{P}_h U^i \) we further derive

\[
\frac{1}{2} \frac{d}{dt} \|E\|_h^2 + D \|E\|_h^2 =
\]

\[
(F(U^i_h) - \mathcal{P}_h F(U^i), E)_h + (\psi_i, E)_h + (\tilde{\psi}_i, E)_h,
\]

where \( \tilde{\psi}_i \) is a term coming from approximation of the Neumann boundary conditions. Lipschitz continuity of the mapping \( F \) gives

\[
\|F(U^i_h) - \mathcal{P}_h F(U^i), E\|_h \leq C \|E\|_h^2.
\]

Next, using the Schwarz inequality and the Young inequality and the estimate (9) in (9) we get

\[
\frac{1}{2} \frac{d}{dt} \|E\|_h^2 \leq C \|E\|_h^2 + \|\psi_i\|_h^2 + 2 \|E\|_h^2 + \|\tilde{\psi}_i\|_h^2
\]

\[
\leq K \|E\|_h^2 + O(h^2) + \|\tilde{\psi}_i\|_h^2,
\]

where \( C > 0, K > 0 \) are positive constants. Finally, application of the Gronwall inequality gives estimate of the approximation error in the form

\[
\|E\|_h^2(t) \leq (\|E\|_h^2(0) + O(h^2) + \|\tilde{\psi}_i\|_h^2) \exp(KT).
\]

### 3. Nonlinear multiscale scheme

Complex long-term dynamics of reaction-diffusion problems requires finer approach to quantitatively reliable numerical schemes, for which the error estimate constant does not grow with \( T \). One of approaches is known as the nonlinear Galerkin method and was introduced in 1989 by M. Marion and R. Temam [5]. The motivation for this method was to capture the effect of some of the terms that are neglected in the usual Galerkin method, where approximation of the solution is searched in the space spanned by basis functions \( w_1, \ldots, w_m \) neglecting terms in the orthogonal space.

For the nonlinear Galerkin method a basis of \( 2m \) (may be generalized to \( cm \), where \( c \in \mathbb{N}, c > 2 \) functions \( w_1, \ldots, w_{2m} \) is considered. The solution \( U \) of the problem (1) - (3) is approximated by \( U_m \)

\[
U_m(t,z) = \sum_{j=1}^{m} G_j(t)w_j(z),
\]

with a correction term \( Z_m \)

\[
Z_m(t,z) = \sum_{j=m+1}^{2m} H_j(t)w_j(z).
\]

Coefficients \( U_m \) and \( Z_m \) satisfy the system of equations

\[
\frac{\partial U_m}{\partial t} = P_m F(U_m(z), Z_m(z)),
\]

\[
0 = (P_{2m} - P_m) (F(U_m(t), Z_m(t)) + F'(U_m(t)) \cdot (Z_m(t), Z_m(t))),
\]

where \( P_j \) is the orthogonal projector onto the space spanned by \( w_1, \ldots, w_j \) in the underlying Hilbert space \( H := L^2(\Omega, \mathbb{R}^d) \), \( F' \) is the derivative with respect to argument components of \( F \).

At each time \( t \), the values of \( Z_m(t) \) are expected to be nearly negligible. The effect of \( Z_m(t) \) adds up and is effective on large intervals of time.

The semi-discrete scheme (11) - (12) was analyzed in [5] for a class of nonlinear evolution problems covering the Navier-Stokes equations, and in [12] for reaction-diffusion systems admitting invariant regions. In both papers Fourier spectral discretization is used.

The idea of the nonlinear Galerkin method is further extended to finite element method in [6] for the same class of problems as in [5]. In [7] an error estimate is induced, which shows that when the ration between coarse and fine grid mesh sizes is chooses appropriately, the nonlinear Galerkin and standard Galerkin method provide the same order of approximation. Its shown that the relation between coarse grid size \( H \) and fine grid size \( h \) needs to be \( H = O(h^{1/3}) \) in this case. In this paper we use \( H = 2h \), which is used, e.g., in the example application of the method in [6].

Numerical studies show computational properties of the nonlinear Galerkin method in the context of finite element discretization. For example, numerical tests in [4]
show that the nonlinear Galerkin method is superior to the standard Galerkin method for the numerical solution of the penalized Navier-Stokes equations. For numerical study of several forms of the nonlinear Galerkin scheme see [9], where these schemes are applied for the numerical solution of one-dimensional Burgers and Kuramoto-Sivashinsky equations. Within conclusions it says, that these schemes may be useful if high accuracy is required for the approximate solution.

In the finite element nonlinear Galerkin method multi-grid discretization and hierarchical bases are used to follow the definition of \( U_m, Z_m \) in (9), (10). Here, we restrict ourselves to one spatial dimension, \( \Omega \subset \mathbb{R} \), and consider two level discretization, one with mesh parameter \( 2h \) and the second twice finer with mesh parameter \( h \), see Fig. 1. Following the procedure in [6], we set \( n = 2m + 1 \) and define finite element piecewise linear basis functions \( \varphi_{2i+1} \) (dotted line) at grid nodes \( x_{2i+1}, i = 0, \ldots, m-1 \) and basis functions \( \varphi_{2i} \) (solid line) at grid nodes \( x_{2i}, i = 0, \ldots, m \). We define

\[
\left[ \begin{array}{c}
\varphi_{2i}^{(1)} \\
\vdots \\
\varphi_{2i}^{(d)} \\
0
\end{array} \right], \quad \left[ \begin{array}{c}
\psi_{2i+1}^{(1)} \\
\vdots \\
\psi_{2i+1}^{(d)} \\
0
\end{array} \right]_{i=0}^m
\]

as \( d \)-dimensional vector-valued finite element basis functions and set

\[
V_{2h} = \text{Span}\{\varphi_{2i}^{(1)}, \ldots, \varphi_{2i}^{(d)}, \ldots, \varphi_{2m}^{(1)}, \ldots, \varphi_{2m}^{(d)}\},
\]

\[
W_h = \text{Span}\{\psi_{2i+1}^{(1)}, \ldots, \psi_{2i+1}^{(d)}, \ldots, \psi_{2m+1}^{(1)}, \ldots, \psi_{2m+1}^{(d)}\}.
\]

Next we define the space \( V_h \) by

\[
V_h = \text{Span}\{\varphi_0^{(1)}, \ldots, \varphi_d^{(1)}, \ldots, \varphi_0^{(1)}, \ldots, \varphi_d^{(1)}, \ldots, \varphi_1^{(1)}, \ldots, \varphi_1^{(1)}, \ldots, \varphi_1^{(1)}\}.
\]

Solution of the problem (6) - (7) is approximated by

\[
\tilde{U}_m(t) = U_m(t) + Z_m(t),
\]

where functions \( U_m, Z_m \) are given as

\[
U_m(t) = \sum_{i=0}^{m} \sum_{l=1}^{d} u_{2i}^{(l)}(t) \varphi_{2i}^{(l)} \in V_{2h},
\]

\[
Z_m(t) = \sum_{i=0}^{m-1} \sum_{l=1}^{d} z_{2i+1}^{(l)}(t) \psi_{2i+1}^{(l)} \in W_h.
\]

and have to satisfy the following set of equations

\[
\frac{d}{dt}(U_m(t), \varphi_{2i}^{(l)}) + (D U_m(t), \varphi_{2i}^{(l)}) V = (F(U_m(t) + Z_m(t)), \varphi_{2i}^{(l)}),
\]

\[
i = 0, \ldots, m = 1, \ldots, d,
\]

\[
(D Z_m(t), \psi_{2i+1}^{(l)}) V = (F(U_m(t)) + \nabla F(U_m(t)) Z_m(t), \psi_{2i+1}^{(l)}),
\]

\[
i = 0, \ldots, m = 1, \ldots, d,
\]

The existence and uniqueness of the solution of the problem (15) - (16) follows from the standard theorems on the Cauchy problem for the ordinary differential equations.

Convergence of the finite element nonlinear Galerkin method for a system of reaction-diffusion equations will be rigorously shown elsewhere. Convergence of method for a different problem is discussed in [6].

4. APPLICATION TO PARTICULAR REACTION-DIFFUSION MODELS

In this section we present results of our numerical simulations and compare numerical schemes based on the finite element nonlinear Galerkin method (15) - (16) and the finite difference method applied to the numerical solution of selected reaction-diffusion equations, the Gray-Scott model and simplified equation with known analytical solution, in one spatial dimension.

Numerical studies show that it is not always easy to approximate the dynamics of the model (1). We compare two numerical approaches for solution of the initial-boundary value problem for selected reaction-diffusion equations in order to disclose details of these problems.

The first test model is the Gray-Scott model, which was introduced in 1984 by P. Gray and S. K. Scott [3]. It is a mathematical model of the autocatalytic chemical reaction

\[
U + 2V \rightarrow 3V, \quad V \rightarrow P,
\]

where \( U, V \) are reactants and \( P \) is final product of the reaction. Chemical substance \( U \) is being continuously added into the reactor and the product \( P \) is being continuously removed from the reactor during the reaction. Later the model has been extensively studied, e.g., by Wei [14], Winter [13], Ueyama [10], Dkhil [1], Doelman [2]. This model is well known to exhibit rich dynamics, as shown in Nishiura [11].
The chemical reaction (17) may be rewritten as a system of two PDEs of parabolic type in several dimensionless forms. We use the one which is used also, e.g., in [13, 8]. Here we focus on the Gray-Scott model in one spatial dimension. Assume that \( \Omega \equiv (0, L) \) represents the reactor, where the chemical reaction takes place, \( \partial \Omega \) is boundary of \( \Omega \) and \( \nu \) is the unit outward normal on \( \Omega \). Then the initial-boundary value problem for the Gray-Scott model is the following system:

\[
\frac{\partial u}{\partial t} = D_u \Delta u - u v^2 + F(1 - u),
\]

(18)

\[
\frac{\partial v}{\partial t} = D_v \Delta v + u v^2 - (F + k) v,
\]

(19)

in \( \Omega \times (0, T) \) with initial conditions

\[
u(0) = u_{ini},
\]

(20)

\[
v(0) = v_{ini}
\]

(21)

and zero Neumann boundary conditions

\[
\frac{\partial u}{\partial \nu} |_{\partial \Omega} = 0,
\]

(22)

\[
\frac{\partial v}{\partial \nu} |_{\partial \Omega} = 0.
\]

(23)

Functions \( u, v \) are unknowns representing concentrations of chemical substances \( U, V \). Parameter \( F \) denotes the rate at which the chemical substance \( U \) is being added during the chemical reaction, \( F + k \) is the rate of \( V \rightarrow P \) transformation and \( a, b \) are constants characterizing the environment of the reactor. We denote right-hand sides in the system (18)-(19) by \( F_1(u, v) = F(1 - u) - u^2, \)

\[ F_2(u, v) = -(F + k)v + uv^2 \]  

(or \( F_1, F_2 \) only).

The finite element nonlinear Galerkin method is applied to the solution of the Gray-Scott model as follows. The system (15) - (16) reads as

\[
\partial_t (u_m(t), \varphi_{2i}) + D_u (u_m(t), \varphi_{2i}) \mathbf{v} = (F_1(u_m(t), \varphi_{2i}) + \varphi_{2i}, \varphi_{2i}),
\]

(24)

\[
\partial_t (v_m(t), \varphi_{2i}) + D_v (v_m(t), \varphi_{2i}) \mathbf{v} = (F_2(u_m(t), \varphi_{2i}) + \varphi_{2i}, \varphi_{2i}),
\]

(25)

\[
\left. \frac{\partial u}{\partial \nu} \right|_{\partial \Omega} = 0,
\]

(22)

\[
\left. \frac{\partial v}{\partial \nu} \right|_{\partial \Omega} = 0.
\]

(23)

where \( u_m, v_m \) are numerical approximations of the solution:

\[
u_m(t) = \sum_{i=0}^{m-1} u_{2i+1}(t) \varphi_{2i+1},
\]

(28)

\[
u_m(t) = \sum_{i=0}^{m-1} v_{2i+1}(t) \varphi_{2i+1},
\]

(29)

and \( z_m, w_m \) corresponding correction terms:

\[
z_m(t) = \sum_{i=0}^{m-1} z_{2i+1}(t) \psi_{2i+1},
\]

(30)

\[
w_m(t) = \sum_{i=0}^{m-1} w_{2i+1}(t) \psi_{2i+1}.
\]

(31)

Equations for unknowns \( z_{2i+1}, w_{2i+1} \) in (30), (31) are induced as follows. Numerical integrations is used to approximate right-hand sides in equations (26), (27). For \( j, i = 1, 2 \) and \( i = 0, \ldots, m - 1 \) we have

\[
(F_j + \partial_{u_j} F_1 z_m + \partial_{v_j} F_1 w_m, \psi_{2i+1}) \sim h F^i_{2i+1} + h \partial_{u_j} F_1 |_{2i+1} z_{2i+1} + h \partial_{v_j} F_1 |_{2i+1} w_{2i+1},
\]

and for \( i = 0, \ldots, m - 1 \) we get

\[
(z_m(t), \psi_{2i+1}) \mathbf{v} = \frac{2}{h} z_{2i+1},
\]

\[
w_m(t), \psi_{2i+1} \mathbf{v} = \frac{2}{h} w_{2i+1}.
\]

Finally, we derive equations for corrections

\[
D_u \frac{2}{h^2} z_{2i+1} = \frac{1}{2} (D_u F^i_{2i+1} + \partial_{u_j} F_1 |_{2i+1} + \partial_{v_j} F_1 |_{2i+1} w_{2i+1},
\]

\[
D_v \frac{2}{h^2} w_{2i+1} = \frac{1}{2} (D_v F^i_{2i+1} + \partial_{u_j} F_1 |_{2i+1} + \partial_{v_j} F_1 |_{2i+1} w_{2i+1}.
\]

This is a linear system with \( 2 \times 2 \) matrix

\[
\left(\begin{array}{cc}
D_u & \partial_{u_j} F_1 |_{2i+1} \\
\partial_{v_j} F_1 |_{2i+1} & D_v
\end{array}\right)
\]

for corrections \( z_{2i+1}, w_{2i+1} \) at the grid point \( x_{2i+1} \) with right-hand side vector \( (F^i_{2i+1}, F^i_{2i+1}) \), which we solve by the Cramer’s rule.

The systems of equations for unknown functions \( u_{2i}, v_{2i} \) in (28), (29) is induced as follows. Numerical integrations is used to approximate terms \((F_j, \varphi_{2i}) \) for \( j = 1, 2 \) in equations (24), (25)

\[
(F_j, \varphi_{2i}) \sim \frac{1}{2} F^i_{2i+1} + F_j |_{2i+1} + \frac{1}{2} F_j |_{2i+1},
\]

for \( i = 1, \ldots, m - 1 \). For \( i = 0 \) and \( i = m \) we have

\[
(F_j, \varphi_0) \sim \frac{1}{2} F^0_j |_{2i} + \frac{1}{2} F_j |_{2i},
\]

and

\[
(F_j, \varphi_m) \sim \frac{1}{2} F^m_{2i+1} + \frac{1}{2} F_j |_{2i+1},
\]

respectively. Defining a \((m+1) \times (m+1)\) mass matrix

\[
\mathcal{M} \equiv ((\varphi_{2i}, \varphi_{2k}))_{i,k=0}^{m}
\]

and denoting vectors of unknowns \( \hat{u} = (u_0, \ldots, u_{2m}), \hat{v} = (v_0, \ldots, v_{2m}) \) we can write equations (24), (25) in the form of linear systems with tridiagonal matrix \( \mathcal{M} \)

\[
\mathcal{M} \hat{u} = b_t,
\]

(32)

\[
\mathcal{M} \hat{v} = b_v.
\]

(33)
which we solve by the tridiagonal matrix algorithm - a simplified form of Gaussian elimination. Numerical results by the numerical algorithm involving solution of linear systems (32), (33) are denoted as *tridiag*. Using mass-lumping we can write systems (32), (33) in the form

\[
\begin{align*}
\frac{d}{dt} u_0 &= \frac{D_u}{2h^2}(-u_0 + u_2) + \frac{1}{2} F_1|0 + \frac{1}{2} F_1|1, \\
\frac{d}{dt} v_0 &= \frac{D_v}{2h^2}(-v_0 + v_2) + \frac{1}{2} F_2|0 + \frac{1}{2} F_2|1, \\
\frac{d}{dt} u_{2i} &= \frac{D_u}{4h^2}(u_{2i+2} - u_{2i} + u_{2i-2}) + \frac{1}{4} F_1|2i+1 + \frac{1}{2} F_1|2i + \frac{1}{4} F_1|2i-1, \\
\frac{d}{dt} v_{2i} &= \frac{D_v}{4h^2}(v_{2i+2} - v_{2i} + v_{2i-2}) + \frac{1}{4} F_2|2i+1 + \frac{1}{2} F_2|2i + \frac{1}{4} F_2|2i-1, \\
\frac{d}{dt} u_{2m} &= \frac{D_u}{2h^2}(-u_{2m} + u_{2m-2}) + \frac{1}{2} F_1|2m-1 + \frac{1}{2} F_1|2m, \\
\frac{d}{dt} v_{2m} &= \frac{D_v}{2h^2}(-v_{2m} + v_{2m-2}) + \frac{1}{2} F_2|2m-1 + \frac{1}{2} F_2|2m.
\end{align*}
\]

Numerical results by the numerical algorithm involving solution of (34) - (39) are denoted as *nomat*.

For time integration we use in both cases Runge-Kutta-Merson method, modified Runge-Kutta method with time step adaptivity. At each step of Runge-Kutta-Merson method we first compute corrections \(z_m, w_m\) which are then used to compute the coefficients of the Runge-Kutta method in either (32) - (33) or (34) - (39) when evaluating the \(F_1, F_2\) terms. Linear interpolation is used when evaluating properties \(u_m, v_m\) and \(w_m\) to get values of \(u_m, v_m\) at grid nodes \(x_{2i+1}, i = 0, \ldots, m-1\).

For comparison we use the numerical scheme based on the finite difference method:

\[
\begin{align*}
\frac{d}{dt} u_0 &= \frac{D_u}{h^2}(-2u_0 + 2u_1) + F_1|0, \\
\frac{d}{dt} v_0 &= \frac{D_v}{h^2}(-2v_0 + 2v_1) + F_2|0, \\
\frac{d}{dt} u_i &= \frac{D_u}{h^2}(u_{i-1} - 2u_i + u_{i+1}) + F_1|i, \\
\frac{d}{dt} v_i &= \frac{D_v}{h^2}(v_{i-1} - 2v_i + v_{i+1}) + F_2|i, \\
\frac{d}{dt} u_{2m} &= \frac{D_u}{h^2}(2u_{2m-1} - 2u_{2m}) + F_1|2m, \\
\frac{d}{dt} v_{2m} &= \frac{D_v}{h^2}(2v_{2m-1} - 2v_{2m}) + F_2|2m.
\end{align*}
\]

Corresponding numerical results are denoted *fdm*.

We also applied the finite element nonlinear Galerkin method to the numerical solution of a simplified reaction diffusion equation with known analytic solution. Namely, we consider the function \(u(t, x) = \sin(\alpha t)\cos(\beta x) + \gamma\) for real constants \(\alpha, \beta, \gamma\) and require it to solve the equation

\[
\frac{\partial u}{\partial t} = D \Delta u + f(u) + g(t, x).
\]

Inserting function \(u\) into the equation (46), we obtain the formula for the right-hand side \(g(t, x)\). Then \(u\) solves the initial-boundary value problem

\[
\begin{align*}
\frac{\partial u}{\partial t} &= D \Delta u + f(u) + g(t, x) \quad \text{on} \quad (0, \infty) \times (0, L), \\
\frac{\partial u}{\partial t}(t, 0) &= 0, \quad \frac{\partial u}{\partial t}(t, L) = 0, \\
u|_{t=0} &= \gamma,
\end{align*}
\]

when \(\beta = \pi k/L, k \in \mathbb{Z}\). In particular, for \(f(u) = u^2\) we have

\[
g(t, x) = \pm 2\alpha\sin(\alpha t)\cos(\beta x) - \sin(\alpha t)\cos(\beta x) + \gamma^2.
\]

Analogy of numerical schemes (32) - (33), (34) - (39) and (40) - (45) were induced to solve the problem (47).

5. Numerical results

Numerical simulations for the Gray-Scott model presented here were performed for the following parameters exhibiting nontrivial behavior of solutions

- chaotic behavior: \(D_u = 1 \cdot 10^{-5}, D_v = 1 \cdot 10^{-5}, F = 0.025, k = 0.05, L = 0.5\)
- traveling waves: \(D_u = 2 \cdot 10^{-5}, D_v = 1 \cdot 10^{-5}, F = 0.025, k = 0.0544, L = 0.5\)

First, we performed quantitative comparison of numerical solutions by nonlinear Galerkin schemes (nomat, tridiag) with finite difference scheme (fdm) for the Gray-Scott model. For results given by the selected initial setup and mesh size of 401 grid nodes see Fig. 2. Both components of the solution, \(u\) and \(v\) are depicted. The nonlinear Galerkin schemes are capable of reproducing the patterns obtained from the finite difference method up to certain time. We can see that up to the time \(t = 2000\) the quantitative behavior of numerical schemes under comparison is the same. Difference in solutions starts to be visible at later times. For finer meshes we can conclude that the quantitative behavior was the same for longer times. For more accurate comparison, see measurement of computational efficiency of these numerical approaches below.

Next, we performed CPU time comparison. In agreement with results in [12] and results referenced in [5] we observed savings in CPU time requirements for numerical scheme (34) - (39) in comparison to (40) - (45). This may be in part by reduction of the size of the evolution problem and computationally cheap evaluation of corrections \(x_{2i+1}, w_{2i+1}\) in (32).
Figure 2: Quantitative comparison of numerical solutions by nonlinear Galerkin schemes (nomat, tridiag) with finite difference scheme (fdm) for the Gray-Scott model. Solution dynamics: Chaotical behavior. Numerical grid size $n = 401$.  

(a) $t = 1000, u$

(b) $t = 1000, v$

(c) $t = 2000, u$

(d) $t = 2000, v$

(e) $t = 3000, u$

(f) $t = 3000, v$
Table 1: Computational times of NLG schemes (nomat, tridiag) relative to the computational time of the FDM scheme. Gray-Scott model. Solution dynamics: Chaotical behavior.

<table>
<thead>
<tr>
<th>method</th>
<th>Runtime (s)</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>fdm</td>
<td>63.766</td>
<td>100.00%</td>
</tr>
<tr>
<td>nomat</td>
<td>26.173</td>
<td>41.05%</td>
</tr>
<tr>
<td>tridiag</td>
<td>163.771</td>
<td>256.83%</td>
</tr>
</tbody>
</table>

(a) n = 3201.

<table>
<thead>
<tr>
<th>method</th>
<th>Runtime (s)</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>fdm</td>
<td>573.315</td>
<td>100.00%</td>
</tr>
<tr>
<td>nomat</td>
<td>222.558</td>
<td>38.82%</td>
</tr>
<tr>
<td>tridiag</td>
<td>1353.094</td>
<td>236.01%</td>
</tr>
</tbody>
</table>

(b) n = 6401.

Table 2: Computational times of NLG schemes (nomat, tridiag) relative to the computational time of the FDM scheme. Gray-Scott model. Solution dynamics: Traveling waves.

<table>
<thead>
<tr>
<th>method</th>
<th>Runtime (s)</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>fdm</td>
<td>0.504</td>
<td>100.00%</td>
</tr>
<tr>
<td>nomat</td>
<td>0.288</td>
<td>45.38%</td>
</tr>
<tr>
<td>tridiag</td>
<td>2.049</td>
<td>177.94%</td>
</tr>
</tbody>
</table>

(a) n = 401.

<table>
<thead>
<tr>
<th>method</th>
<th>Runtime (s)</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>fdm</td>
<td>16.116</td>
<td>100.00%</td>
</tr>
<tr>
<td>nomat</td>
<td>6.973</td>
<td>46.13%</td>
</tr>
<tr>
<td>tridiag</td>
<td>41.966</td>
<td>177.77%</td>
</tr>
</tbody>
</table>

(b) n = 1601.

Table 3: Computational times of NLG schemes (nomat, tridiag) relative to the computational time of the FDM scheme. Problem with analytical solution. Parameter values: $D = 1 \cdot 10^{-3}$, $k = 10.0$, $\alpha = 1.0$, $\gamma = 0.2$.

<table>
<thead>
<tr>
<th>method</th>
<th>Runtime (s)</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>fdm</td>
<td>144.997</td>
<td>100.00%</td>
</tr>
<tr>
<td>nomat</td>
<td>50.410</td>
<td>34.77%</td>
</tr>
<tr>
<td>tridiag</td>
<td>168.004</td>
<td>115.87%</td>
</tr>
</tbody>
</table>

(a) n = 401.

<table>
<thead>
<tr>
<th>method</th>
<th>Runtime (s)</th>
<th>speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>fdm</td>
<td>1161.180</td>
<td>100.00%</td>
</tr>
<tr>
<td>nomat</td>
<td>405.543</td>
<td>34.93%</td>
</tr>
<tr>
<td>tridiag</td>
<td>1341.317</td>
<td>115.51%</td>
</tr>
</tbody>
</table>

(b) n = 801.

Depending on the parameter values in the Gray-Scott model we observed reduction of the computational time to 70%-40% of the reference time for the finite difference scheme, see Tab. 1 and Tab. 2 for example results. For completeness the measurement results for the numerical scheme involving solution of the linear systems (32) - (33) are included.

Results for the simplified problem (47) and particular parameters $D = 1 \cdot 10^{-3}$, $k = 10.0$, $\alpha = 1.0$, $\gamma = 0.2$ are given in Tab. 3. Here, reduction of the computational time to 35% of the the reference time for the finite difference scheme was achieved for the the finite element nonlinear Galerkin scheme (34) - (39).

We also performed measurement of the computational efficiency. We measured computational times required to reach given approximation error in numerical solution. The error was measured in $L_2$ and $L_\infty$ norms. We present comparison of finite difference scheme (40) - (45) and nonlinear Galerkin schemes (34) - (39), (32) - (33).

In case of the measurement for the Gray-Scott reaction-diffusion system we used finite difference numerical approximation by the scheme (40) - (45) computed on fine grid as a reference solution for the error measurement. Example results of the measurement in logarithmic scale are plotted in Fig. 3. Here we performed measurement for the chaotical behavior dynamics and measured computational times and approximation error at particular model time $t = 350$. On the horizontal axis we plotted computational times and on the vertical axis we have errors in the numerical solutions. This measurement includes simulations for various numerical grid sizes from $n = 201$ up to $n = 6401$. Reference solution was computed on numerical grid with $n = 12801$ grid nodes. With refining numerical grid we see rise in computational times and increase in precision of the numerical approximation. We see that in this particular measurement the computational efficiency of finite difference scheme (40) - (45) and finite element nonlinear Galerkin scheme (34) - (39) appears to be the same.

The plot Fig. 3 looks similar when changing the reference solution for the one by the nonlinear Galerkin scheme (34) - (39). We could see similar results also for different parameter values in the Gray-Scott model.

The same measurement was performed for the problem (47) and parameter values $D = 1 \cdot 10^{-3}$, $k = 10.0$, $\alpha = 1.0$, $\gamma = 0.2$. Plot of computational efficiency for model time $t = 400$ in logarithmic scale are given in Fig. 4. Similar results were obtained for measurements at different model times. Here the finite element nonlinear Galerkin scheme (34) - (39) appears to have better computational efficiency.

Next, we performed measurement of the experimental order of convergence (EOC) for numerical schemes under comparison. To compute EOC coefficients $\alpha_{EOC}$, we use equation

$$
\frac{\|u - u_{h_1}\|}{\|u - u_{h_2}\|} = \left( \frac{h_1}{h_2} \right)^{\alpha_{EOC}},
$$

(48)

where $u$ denotes the analytic (reference) solution, $u_{h_1}$ and $u_{h_2}$ are numerical approximations of the solution for the numerical grids with mesh parameters $h_1, h_2$. We use $L_2$ and $L_\infty$ norms

$$
\|u - u_h\|_{L_\infty} = \max_i \{|u^i - u_h^i|\},
$$

$$
\|u - u_h\|_{L_2} = \sqrt{\sum_i h_i |u^i - u_h^i|^2}.
$$
Figure 3: Computational efficiency of nonlinear Galerkin schemes (nomat, tridiag) in comparison to finite difference scheme (fdm) scheme for the Gray-Scott model. Model dynamics: Chaotical behavior. Model (dimensionless) time $t = 350$. Logarithmic scale.

Figure 4: Computational efficiency. Simplified reaction-diffusion equation with analytical solution. Parameter values $D = 1 \cdot 10^{-3}$, $k = 10.0$, $\alpha = 1.0$, $\gamma = 0.2$. Model (dimensionless) time $t = 400$. Logarithmic scale.
For each norm in the fraction on the left-hand side we first search for its maximum within time interval \([T_1, T_2]\) for given \(0 < T_1 < T_2\). Finally, the EOC is the average of EOC coefficients \(\alpha_{\text{EOC}}\) computed for individual mesh parameters.

In Tab. 4 we see EOC coefficients \(\alpha_{\text{EOC}}\) we measured for the Gray-Scott model exhibiting chaotical behavior. Numerical results between times \(T_1 = 300, T_2 = 350\) were used for the measurement. As a reference solution \(u\) in (48) we used solution by the finite difference scheme (40)-(45) computed on the fine grid with \(n = 12801\) nodes.

In Tab. 5 we see EOC coefficients \(\alpha_{\text{EOC}}\) measured for the problem (47) with known analytical solution for parameter values \(D = 1 \cdot 10^{-3}, k = 10.0, \alpha = 1.0, \gamma = 0.2\). Numerical results between times \(T_1 = 900, T_2 = 1000\) were used for the measurement.

In both EOC measurements, similar results were obtained for different time intervals within the maximum time interval \([0, 1000]\) which was used for simulations.

### Table 4: Tables of EOC coefficients and errors in numerical solution measured for the Gray-Scott model and nonlinear Galerkin schemes (nomat, tridag) in comparison to finite difference scheme (fdm). Model dynamics: Chaotical behavior.

<table>
<thead>
<tr>
<th>(N_x)</th>
<th>(h)</th>
<th>EOC (L_2)</th>
<th>EOC (L_\infty)</th>
<th>error (L_2)</th>
<th>error (L_\infty)</th>
</tr>
</thead>
<tbody>
<tr>
<td>fdm</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00201</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>00401</td>
<td>1.2500e-03</td>
<td>+2.0438</td>
<td>+2.0507</td>
<td>+6.7750e-04</td>
<td>+1.7759e-03</td>
</tr>
<tr>
<td>01601</td>
<td>3.1250e-04</td>
<td>+2.0198</td>
<td>+2.0202</td>
<td>+4.1328e-05</td>
<td>+1.0819e-04</td>
</tr>
<tr>
<td>03201</td>
<td>1.5625e-04</td>
<td>+2.0711</td>
<td>+2.0711</td>
<td>+9.8352e-06</td>
<td>+2.5747e-05</td>
</tr>
<tr>
<td>tridag</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00201</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>00401</td>
<td>1.2500e-03</td>
<td>+1.9930</td>
<td>+2.0179</td>
<td>+8.3103e-03</td>
<td>+1.8936e-02</td>
</tr>
<tr>
<td>00801</td>
<td>6.2500e-04</td>
<td>+2.0247</td>
<td>+2.0427</td>
<td>+5.0743e-04</td>
<td>+1.1390e-03</td>
</tr>
<tr>
<td>01601</td>
<td>3.1250e-04</td>
<td>+2.0089</td>
<td>+2.0126</td>
<td>+1.9930</td>
<td>+8.3103e-03</td>
</tr>
<tr>
<td>03201</td>
<td>1.5625e-04</td>
<td>+2.0051</td>
<td>+2.0023</td>
<td>+2.8429e-04</td>
<td>+2.8429e-04</td>
</tr>
<tr>
<td>nomat</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>00201</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>00401</td>
<td>1.2500e-03</td>
<td>+1.9971</td>
<td>+2.0467</td>
<td>+8.1387e-03</td>
<td>+1.9977e-02</td>
</tr>
<tr>
<td>00801</td>
<td>6.2500e-04</td>
<td>+2.0300</td>
<td>+2.0585</td>
<td>+1.9928e-03</td>
<td>+4.7958e-03</td>
</tr>
<tr>
<td>01601</td>
<td>3.1250e-04</td>
<td>+2.0103</td>
<td>+2.0170</td>
<td>+4.9464e-04</td>
<td>+1.1849e-03</td>
</tr>
</tbody>
</table>

6. Conclusion

In this paper we applied finite element nonlinear Galerkin method to the solution of selected reaction-diffusion equations in one spatial dimension and compared numerical results with those obtained by the finite difference method. We showed reduction of the CPU time requirements as an advantage of the finite element nonlinear Galerkin method.

On the other hand, the nonlinear Galerkin scheme (34)-(39) seems to be less accurate then the standard finite difference scheme (40)-(45) on the same grid. This can be compensated by a slight increase of the grid size. Experimental order of convergence of tested numerical scheme is the same according to our measurements. Future work is application of the finite element nonlinear Galerkin method to particular problems in two spatial dimensions.
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